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Safety notices

Safety notices may be printed throughout this guide:

* DANGER notices call attention to a situation that is potentially lethal or extremely hazardous to
people.

* CAUTION notices call attention to a situation that is potentially hazardous to people because of some
existing condition.

* Attention notices call attention to the possibility of damage to a program, device, system, or data.
World Trade safety information

Several countries require the safety information contained in product publications to be presented in their
national languages. If this requirement applies to your country, a safety information booklet is included
in the publications package shipped with the product. The booklet contains the safety information in
your national language with references to the U.S. English source. Before using a U.S. English publication
to install, operate, or service this product, you must first become familiar with the related safety
information in the booklet. You should also refer to the booklet any time you do not clearly understand
any safety information in the U.S. English publications.

German safety information

Das Produkt ist nicht fiir den Einsatz an Bildschirmarbeitspldtzen im Sinne § 2 der
Bildschirmarbeitsverordnung geeignet.

Laser safety information
IBM® servers can use I/O cards or features that are fiber-optic based and that utilize lasers or LEDs.
Laser compliance

IBM servers may be installed inside or outside of an IT equipment rack.

© Copyright IBM Corp. 2010 v



DANGER

When working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To

avoid a shock hazard:

* Connect power to this unit only with the IBM provided power cord. Do not use the IBM
provided power cord for any other product.

* Do not open or service any power supply assembly.

* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration
of this product during an electrical storm.

* The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.

* Connect any equipment that will be attached to this product to properly wired outlets.

* When possible, use one hand only to connect or disconnect signal cables.

* Never turn on any equipment when there is evidence of fire, water, or structural damage.

* Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

* Connect and disconnect cables as described in the following procedures when installing, moving,
or opening covers on this product or attached devices.

To Disconnect:

1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.

3. Remove the signal cables from the connectors.

4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.

3. Attach the signal cables to the connectors.

4. Attach the power cords to the outlets.

5. Turn on the devices.

(D005)
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Observe the following precautions when working on or around your IT rack system:

* Heavy equipment-personal injury or equipment damage might result if mishandled.
* Always lower the leveling pads on the rack cabinet.

* Always install stabilizer brackets on the rack cabinet.

* To avoid hazardous conditions due to uneven mechanical loading, always install the heaviest
devices in the bottom of the rack cabinet. Always install servers and optional devices starting
from the bottom of the rack cabinet.

* Rack-mounted devices are not to be used as shelves or work spaces. Do not place objects on top
of rack-mounted devices.

* Each rack cabinet might have more than one power cord. Be sure to disconnect all power cords in
the rack cabinet when directed to disconnect power during servicing,.

* Connect all devices installed in a rack cabinet to power devices installed in the same rack
cabinet. Do not plug a power cord from a device installed in one rack cabinet into a power
device installed in a different rack cabinet.

e An electrical outlet that is not correctly wired could place hazardous voltage on the metal parts of
the system or the devices that attach to the system. It is the responsibility of the customer to
ensure that the outlet is correctly wired and grounded to prevent an electrical shock.

CAUTION

* Do not install a unit in a rack where the internal rack ambient temperatures will exceed the
manufacturer's recommended ambient temperature for all your rack-mounted devices.

* Do not install a unit in a rack where the air flow is compromised. Ensure that air flow is not
blocked or reduced on any side, front, or back of a unit used for air flow through the unit.

¢ Consideration should be given to the connection of the equipment to the supply circuit so that
overloading of the circuits does not compromise the supply wiring or overcurrent protection. To
provide the correct power connection to a rack, refer to the rating labels located on the
equipment in the rack to determine the total power requirement of the supply circuit.

e (For sliding drawers.) Do not pull out or install any drawer or feature if the rack stabilizer brackets
are not attached to the rack. Do not pull out more than one drawer at a time. The rack might
become unstable if you pull out more than one drawer at a time.

* (For fixed drawers.) This drawer is a fixed drawer and must not be moved for servicing unless
specified by the manufacturer. Attempting to move the drawer partially or completely out of the
rack might cause the rack to become unstable or cause the drawer to fall out of the rack.

(RO01)
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CAUTION:

Removing components from the upper positions in the rack cabinet improves rack stability during
relocation. Follow these general guidelines whenever you relocate a populated rack cabinet within a
room or building:

Reduce the weight of the rack cabinet by removing equipment starting at the top of the rack
cabinet. When possible, restore the rack cabinet to the configuration of the rack cabinet as you
received it. If this configuration is not known, you must observe the following precautions:

— Remove all devices in the 32U position and above.
— Ensure that the heaviest devices are installed in the bottom of the rack cabinet.

— Ensure that there are no empty U-levels between devices installed in the rack cabinet below the
32U level.

If the rack cabinet you are relocating is part of a suite of rack cabinets, detach the rack cabinet from
the suite.

Inspect the route that you plan to take to eliminate potential hazards.

Verify that the route that you choose can support the weight of the loaded rack cabinet. Refer to the
documentation that comes with your rack cabinet for the weight of a loaded rack cabinet.

Verify that all door openings are at least 760 x 230 mm (30 x 80 in.).

Ensure that all devices, shelves, drawers, doors, and cables are secure.

Ensure that the four leveling pads are raised to their highest position.

Ensure that there is no stabilizer bracket installed on the rack cabinet during movement.
Do not use a ramp inclined at more than 10 degrees.

When the rack cabinet is in the new location, complete the following steps:

— Lower the four leveling pads.

— Install stabilizer brackets on the rack cabinet.

— If you removed any devices from the rack cabinet, repopulate the rack cabinet from the lowest
position to the highest position.

If a long-distance relocation is required, restore the rack cabinet to the configuration of the rack
cabinet as you received it. Pack the rack cabinet in the original packaging material, or equivalent.
Also lower the leveling pads to raise the casters off of the pallet and bolt the rack cabinet to the
pallet.

(R002)
(L001)
‘
%
(L002)
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All lasers are certified in the U.S. to conform to the requirements of DHHS 21 CFR Subchapter ] for class
1 laser products. Outside the U.S., they are certified to be in compliance with IEC 60825 as a class 1 laser
product. Consult the label on each part for laser certification numbers and approval information.

CAUTION:
This product might contain one or more of the following devices: CD-ROM drive, DVD-ROM drive,
DVD-RAM drive, or laser module, which are Class 1 laser products. Note the following information:

* Do not remove the covers. Removing the covers of the laser product could result in exposure to
hazardous laser radiation. There are no serviceable parts inside the device.

* Use of the controls or adjustments or performance of procedures other than those specified herein
might result in hazardous radiation exposure.

(C026)
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CAUTION:

Data processing environments can contain equipment transmitting on system links with laser modules
that operate at greater than Class 1 power levels. For this reason, never look into the end of an optical
fiber cable or open receptacle. (C027)

CAUTION:
This product contains a Class 1M laser. Do not view directly with optical instruments. (C028)

CAUTION:

Some laser products contain an embedded Class 3A or Class 3B laser diode. Note the following
information: laser radiation when open. Do not stare into the beam, do not view directly with optical
instruments, and avoid direct exposure to the beam. (C030)

Power and cabling information for NEBS (Network Equipment-Building System)
GR-1089-CORE

The following comments apply to the IBM servers that have been designated as conforming to NEBS
(Network Equipment-Building System) GR-1089-CORE:

The equipment is suitable for installation in the following;:
* Network telecommunications facilities
* Locations where the NEC (National Electrical Code) applies

The intrabuilding ports of this equipment are suitable for connection to intrabuilding or unexposed
wiring or cabling only. The intrabuilding ports of this equipment must not be metallically connected to the
interfaces that connect to the OSP (outside plant) or its wiring. These interfaces are designed for use as
intrabuilding interfaces only (Type 2 or Type 4 ports as described in GR-1089-CORE) and require isolation
from the exposed OSP cabling. The addition of primary protectors is not sufficient protection to connect
these interfaces metallically to OSP wiring.

Note: All Ethernet cables must be shielded and grounded at both ends.
The ac-powered system does not require the use of an external surge protection device (SPD).

The dc-powered system employs an isolated DC return (DC-I) design. The DC battery return terminal
shall not be connected to the chassis or frame ground.
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Managing PCI adapters

This section provides information about using and managing Peripheral Component Interconnect (PCI)
adapters. You will find specifications and instructions for specific adapters.

The following features are electromagnetic compatibility (EMC) Class B features. See the EMC Class B
Notices in the Hardware Notices area.

Table 1. Electromagnetic compatibility (EMC) Class B features

Feature Description

1912, 5736 PCI-X DDR 2.0 Dual Channel Ultra320 SCSI Adapter
1983, 5706 Port 10/100/1000 Base-TX Ethernet PCI-X Adapter
1986, 5713 1 Gigabit iSCSI TOE PCI-X Adapter

2728 4-Port USB PCle Adapter

4764 PCI-X Cryptographic Coprocessor

4807 PCle Cryptographic Coprocessor

5717 4-Port 10/100/1000 Base-TX PCI Express® Adapter
5732 10 Gigabit Ethernet-CX4 PCI Express Adapter

5748 POWER® GXT145 PCI Express Graphics Accelerator
5767 2-Port 10/100/1000 Base-TX Ethernet PCI Express Adapter
5768 2-Port Gigabit Ethernet-SX PCI Express Adapter
5769 10 Gigabit Ethernet-SR PCI Express Adapter

5772 10 Gigabit Ethernet-LR PCI Express Adapter

5785 4 Port Async EIA-232 PCle Adapter

What's new in Managing PCI adapters

See what is new and what has changed in Managing PCI adapters since the last edition of this topic
collection.
The following features are electromagnetic compatibility (EMC) Class B features. See the EMC Class B

Notices in the Hardware Notices area.

Table 2. Electromagnetic compatibility (EMC) Class B features

Feature Description

1912, 5736 PCI-X DDR 2.0 Dual Channel Ultra320 SCSI Adapter
1983, 5706 Port 10/100/1000 Base-TX Ethernet PCI-X Adapter
1986, 5713 1 Gigabit iSCSI TOE PCI-X Adapter

2728 4-Port USB PCle Adapter

4764 PCI-X Cryptographic Coprocessor

4807 PClIe Cryptographic Coprocessor

5717 4-Port 10/100/1000 Base-TX PCI Express Adapter
5732 10 Gigabit Ethernet-CX4 PCI Express Adapter

5748 POWER® GXT145 PCI Express Graphics Accelerator
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Table 2. Electromagnetic compatibility (EMC) Class B features (continued)

Feature Description

5767 2-Port 10/100/1000 Base-TX Ethernet PCI Express Adapter
5768 2-Port Gigabit Ethernet-SX PCI Express Adapter

5769 10 Gigabit Ethernet-SR PCI Express Adapter

5772 10 Gigabit Ethernet-LR PCI Express Adapter

5785 4 Port Async EIA-232 PCle Adapter

September 2010

The following updates have been made to the content:

+ [PCIe RAID & SSD SAS adapter 3 Gb (FC 2053 /2054 /2055)|

* ["175 MB Cache RAID - Dual IOA Enablement Card (FC 5662)” on page 52|
* [Auxiliary-write cache IOA (FC 5580; CCIN 5708)|

March 2010

The following updates have been made to the content:
« [PCle Cryptographic Coprocessor (FC 4807)|
« [“175 MB Cache RAID - Dual IOA Enablement Card (FC 5662)” on page 52|

February 2010

The following update has been made to the content:
* Added information for IBM Power Systems " servers that contain the POWER7 " processor.

PDF file for Managing PCI adapters

You can view and print a PDF of this information.

Overview of managing PCI adapters

This section provides information about using and managing Peripheral Component Interconnect (PCI)
adapters. Find specifications and instructions for specific adapters.

The adapter information shown here is used during nondirected service activities. This information is
used to:

* Identify an adapter

* Find specific technical information about an adapter

* Where applicable, show special installation or cabling instructions

* Show signal names for the output-pins of the adapter connectors

* Where applicable, show the settings for switches or jumpers

Adapters can be identified by their feature code (FC) or their custom-card identification number (CCIN).
Normally, the CCIN number is labeled on the adapter.

The FRU part number (P/N) of your adapter might not match the FRU P/N listed in this information. If

the part numbers do not match, verify that the CCIN is the same. If the CCIN is same, the adapter has
the same function and can be used in the same way.
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http://publib.boulder.ibm.com/infocenter/powersys/v3f1m5/topic/p7hcd/fc5708.html

Adapters must be placed in specific PCI, Peripheral Component Interconnect-X (PCI-X), or PCI Express
(PCle) slots to function correctly or perform optimally. See the PCI adapter placement for system-specific
information about which slots are available and which adapters can be placed in those slots.

Related tasks

[* [Installing PCI adapters for the 9117-MMB or 9179-MHB]|

[ [Installing PCI adapters for the 8202-E4B or 8205-E6B]

[ [Installing PCI adapters for the 8205-E2H|
Related reference

[ [[BM Prerequisite Web page]

[ [Parts information|

IPCI adapter placement]
[+ [PCI adapter placement]

[+ [PCI adapter placement for the 9117-MMB or 9179-MHB|
[PCI adapter placement for the 8202-E4B or 8205-E6B]|

[+ [PCI adapter placement for the 8202-E4B or 8205-E6B|
[PCI adapter placement for the 8205-E2B|

[ [PCI adapter placement for the 8205-E2B|

[“Backplane daughter cards and RAID enablement cards”|
Find links to topics that cover Backplane daughter cards and RAID enablement cards.

Backplane daughter cards and RAID enablement cards
Find links to topics that cover Backplane daughter cards and RAID enablement cards.

Backplane daughter cards and RAID enablement cards that are not in the PCI form factor are not
described in the Managing PCI adapters information.

See [Parts Information|to find part numbers and location codes for these types of cards.

See [Backplanes and cards|for removal and replacement procedures.

See the following sections for SAS RAID enablement procedures.
 [SAS RAID controllers for AIX|

« [SAS RAID controllers for IBM il

* [SBAS RAID controllers for Linux|

Related reference

[+ [Parts information|

PCI Express
Learn about PCI Express (PCle) adapters and slots.

PCI Express (PCle) adapters use a different type of slot than Peripheral Component Interconnect (PCI)
and Peripheral Component Interconnect-X (PCI-X) adapters. If you attempt to force an adapter into the
wrong type of slot, you might damage the adapter or the slot. A PCI adapter can be installed in a PCI-X
slot, and a PCI-X adapter can be installed in a PCI adapter slot. A PCle adapter cannot be installed in a
PCI or PCI-X adapter slot, and a PCI or PCI-X adapter cannot be installed in a PCle slot. The following
illustration shows an example of a PCI-X adapter (A) next to a PCle 4x (B) adapter.
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Figure 1. PCI-X adapter and PCle 4x adapter

PCle adapters and slots come in 4 different sizes: 1x, 4x, 8x and 16x. Smaller size adapters will fit in
larger slots, but larger size adapters will not fit in smaller slots. The following table shows PCle slot

compatibility.
Table 3. PCle slot compatibility

1x slot 4x slot 8x slot 16x slot
1x adapter Supported Supported Supported Supported
4x adapter Not supported Supported Supported Supported
8x adapter Not supported Not supported Supported Supported
16x adapter Not supported Not supported Not supported Supported

To learn more about the PCle standard, see the IBM Redbooks® Technote, Introduction to PCI Express at
lhttp:/ /www.redbooks.ibm.com /abstracts /tips0456.html|
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Safety information

Observe these precautions in order to avoid electric shock when working on or around the system.

DANGER

When working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To

avoid a shock hazard:

* Connect power to this unit only with the IBM provided power cord. Do not use the IBM
provided power cord for any other product.

* Do not open or service any power supply assembly.

* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration
of this product during an electrical storm.

e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.

* Connect any equipment that will be attached to this product to properly wired outlets.

* When possible, use one hand only to connect or disconnect signal cables.

* Never turn on any equipment when there is evidence of fire, water, or structural damage.

* Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

* Connect and disconnect cables as described in the following procedures when installing, moving,
or opening covers on this product or attached devices.

To Disconnect:

1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.

3. Remove the signal cables from the connectors.

4. Remove all cables from the devices

To Connect:

Turn off everything (unless instructed otherwise).
Attach all cables to the devices.

Attach the signal cables to the connectors.

Attach the power cords to the outlets.

Turn on the devices.

(D005)

aRrwOd=

DANGER

To prevent a possible shock from touching two surfaces with different protective ground (earth),
use one hand, when possible, to connect or disconnect signal cables. (D001)

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

(L003)
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Handling static sensitive devices

Electronic boards, adapters, media drives, and disk drives are sensitive to static electricity discharge.
These devices are wrapped in antistatic bags to prevent this damage. Take these precautions to prevent
damage to these devices from static electricity discharge.

Attach a wrist strap to an unpainted metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware.

When using a wrist strap, follow all electrical safety procedures. A wrist strap is for static control. It
does not increase or decrease your risk of receiving electric shock when using or working on electrical
equipment.

If you do not have a wrist strap, just prior to removing the product from ESD packaging and installing
or replacing hardware, touch an unpainted metal surface of the system for a minimum of 5 seconds.

Do not remove the device from the antistatic bag until you are ready to install the device in the
system.

With the device still in its antistatic bag, touch it to the metal frame of the system.

Grasp cards and boards by the edges. Avoid touching the components and gold-edge connectors on the
adapter.

If you need to lay the device down while it is out of the antistatic bag, lay it on the antistatic bag.
Before picking it up again, touch the antistatic bag and the metal frame of the system at the same time.

Handle the devices carefully to prevent permanent damage.

Important partitioning considerations with dual-slot and multi-adapter
configurations

Learn about partitioning considerations with dual-slot and multi-adapter configurations.
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Logical partitions can own physical I/O resources. Physical I/O resources are assigned to logical
partitions at the slot level. Assigning a slot to a logical partition enables the operating system that runs in
the logical partition to control the functionality of the I/O resource and power for that slot. When the
operating system powers a slot on or off, the physical I/O resource is powered on or off.

In some I/O configurations, the functionality of an adapter or I/O resource depends on two or more
physical slots. For example, if you have a double-wide RAID adapter or two separate RAID adapters
paired together, both physical slots might need to be assigned to the same or different logical partitions.
It is important to understand the desired configuration and function being provided before completing
the logical partitioning and activation of the resources involved. There are two 1/O configurations
involving adapter pairs:

Mult-initiator and high availability

Auxiliary Write Cache

Multi-initiator and high availability

The terms multi-initiator and high availability (HA) refer to connecting multiple adapters (typically two
adapters) to a common set of disk expansion drawers for the purpose of increasing availability. This is
also referred to as Dual Storage IOA configuration. This is commonly done in either of the following
configurations:

Note: Some systems have SAS RAID adapters integrated onto the system boards and use a Cache RAID -
Dual IOA Enablement Card (FC 5662) to enable storage adapter Write Cache and Dual Storage IOA (HA
RAID Mode). For these configurations, installation of the Cache RAID - Dual IOA Enablement Card will
place the two integrated adapters into a HA RAID configuration. There are no separate SAS cables
required to connect the two integrated SAS RAID adapters to each other.

HA two system configuration

An HA two system configuration provides a high-availability environment for system storage by enabling
two systems or partitions to have access to the same set of disks and disk arrays. This feature is typically
used with the IBM High-Availability Cluster Multiprocessing application (HACMP" ). The IBM HACMP
software provides a commercial computing environment that ensures that mission-critical applications
can recover quickly from hardware and software failures. The support for this configuration is operating
system dependent.

HA single system configuration

An HA single system configuration provides for redundant adapters from a single system to the same set
of disks and disk arrays. This feature is typically referred to as Multi-Path I/O (MPIO). MPIO support is
part of the operating system support and can be used to provide a redundant IBM SAS RAID controller
configuration with RAID protected disks.

Auxiliary write cache adapter

The auxiliary write cache (AWC) adapter provides a duplicate, nonvolatile copy of write cache data of the
RAID controller to which it is connected.

Protection of data is enhanced by having two battery-backed (nonvolatile) copies of write cache, each
stored on separate adapters. If a failure occurs to the write cache portion of the RAID controller, or the
RAID controller itself fails in such a way that the write cache data is not recoverable, the AWC adapter
provides a backup copy of the write cache data to prevent data loss during the recovery of the failed
RAID controller. The cache data is recovered to the new replacement RAID controller and then written
out to disk before resuming normal operations.
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The AWC adapter is not a failover device that can keep the system operational by continuing disk
operations when the attached RAID controller fails. The system cannot use the auxiliary copy of the
cache for runtime operations even if only the cache on the RAID controller fails. The AWC adapter does
not support any other device attachment and performs no other tasks than communicating with the
attached RAID controller to receive backup write cache data. The purpose of the AWC adapter is to
minimize the length of an unplanned outage, due to a failure of a RAID controller, by preventing loss of
critical data that might have otherwise required a system reload.

It is important to understand the difference between multi-initiator connections and AWC connections.
Connecting controllers in a multi-initiator environment refers to multiple RAID controllers connected to a
common set of disk enclosures and disks. The AWC controller is not connected to the disks, and it does
not perform device media accesses.

The RAID controller and the AWC adapter each require a PCI bus connection and are required to be in
the same partition. The two adapters are connected by an internal connection. For the planar RAID
enablement and planar auxiliary cache features, the dedicated connection is integrated into the system
planar.

Related reference

[“PCI-X DDR External Dual — x4 Port SAS Adapter (FC 5912; CCIN 572A)” on page 116
Learn about the specifications and operating system requirements for the 5912 adapter.

[“PCI-X DDR 1.5 GB cache SAS RAID Adapter (FC 5904, 5906, 5908; CCIN 572F and 575C)” on page 113|
Learn about the specifications and operating system requirements for the 5904, 5906, and 5908 adapter.

“PCI-X Double-Wide, Quad-Channel Ultra320 SCSI RAID Controller (FC 5778, 5782; CCIN 571F, 575B)"|

on page 9Z|

Learn about the features, specifications and installation notes for the PCI-X Double-Wide, Quad-Channel
Ultra320 SCSI RAID Controller for IBM System i® models.

Related information

[ [Cogical partioning]
Information about logical partioning.

[* [Changing partition profile propertieq

Information about changing partition profile properties using the HMC.
[Dual IOA Enablement Card (FC 5662)|

Information about the specifications for the Dual IOA Enablement Card.

ISAS RAID controllers for AIX]

Information about usage and maintenance information for the SAS RAID Controller for the AIX.
ISAS RAID controllers for IBM i

Information about usage and maintenance information for the SAS RAID Controller for the IBM i.
ISAS RAID controllers for Linux

Information about the useage and maintenance information for the SAS RAID Controller for Linux.

[Serial-attached SCSI cable planning|
Information about the serial-attached SCSI (SAS) cables.

PCI adapter information by feature type

Find technical information for specific adapters. Adapters can be identified by their feature code (FC) or
their custom card identification number (CCIN).
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Related information

[Adapters, Devices, and Cable Information for Multiple Bus Systems (SA38-0516)|
Information about older adapters that are not covered in Managing PCI adapters, and that were
announced before October 2003.

PCle RAID and SSD SAS adapter 3 Gb (FC 2053/2054/2055; CCIN
57CD)

Learn about the specifications and operating system requirements for the 2053, 2054, or 2055 adapter.

Overview

The PCle-based solid-state drive (SSD) offering consists of a SAS PCle adapter and an SSD module. The
RAID and SSD SAS adapter is a double-wide, low-profile, short PCle 8x adapter that requires two
adjacent PCle slots. You can plug one, two, or four SSD modules directly onto the adapter and avoid
using any SFF or 3.5-inch SAS bays or any cabling to SAS disk enclosures.

Though it is physically the same PCle adapter, there are three feature codes (FC):

¢ PCle RAID and SSD SAS Adapter 3 Gb (FC 2053) designates a low-profile PCle adapter to be used in
the IBM Power 710 Express, 720, 730, and 740 low-profile slots

¢ PCle RAID and SSD SAS Adapter 3 Gb (FC 2054) designates a low-profile PCle adapter with a tail
stock adapter for regular height slots to be used in the 720, 740, and 750.

e PClIe RAIDF FC 5802 or 5877 PCle 1/0O drawer

Though it is physically the same SSD module, two feature codes are used to describe the different
operating system environments. The following are the two codes that enable the IBM configurator tools
to track the different SSD protection rules that are associated with the AIX®, IBM i, and Linux® operating
systems:

* 177 GB SSD Module with enterprise multi-level cell (EMLC) (AIX or Linux) is FC 1995
* 177 GB SSD Module with EMLC (IBM i) is FC 1996

There are multiple configuration options that provide SSD protection and redundancy. If you want
redundancy at an adapter level, you can mirror the SSD module of one PCle RAID and SSD SAS Adapter
against the SSD module of another PCle RAID and SSD SAS Adapter using the AIX, IBM i, or Linux
operating system. This is recommended because there is no write cache in the PCle RAID and SSD SAS
Adapter. However, the RAID 5 or RAID 6 can also be used. If you want RAID 0, you must mirror the
SSD module though the operating system. Note that if an SSD module needs to be replaced or moved,
the PCle RAID and SSD SAS Adapter on which the SSD module is located must be removed from the
server or I/O drawer before the SSD module can be accessed. This is different from the existing 69 GB
SSD configurations, which can leverage the SAS bay hot-plug capability to remove and replace a single
SSD module without removing the associated PCI SAS adapter.

For the AIX and Linux operating systems, if you do not want to have PCle RAID and SSD SAS Adapter
redundancy, but still want to protect the SSD module content, the PCle RAID and SSD SAS Adapter can
provide RAID 5 or RAID-6 level protection on the PCle adapter. RAID 10 is not supported for the PCle
RAID and SSD SAS adapter. Hot-spare capability can optionally be used in conjunction with RAID 5 but
the spare SSD module must be on that same PCle RAID and SSD SAS adapter.

IBM i requires system level mirroring, or RAID-5 or RAID-6 level protection.

The following figures shows the adapter.
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Slot Label: D1 Slot Label: D3

Resource: 00000000 ¥ Resource: 00040000

Slot Label: D2

Resource: 00010000

Slot Label: D4

Resource: 00050000

P7EBJ510-1

Figure 2. PCle Dual - x4 3 Gb SAS RAID Adapter

Specifications

Item  Description
Adapter FRU number
Low-profile FRU 74Y6406

Full height FRU 74Y6409

(Designed to comply with RoHS requirement.)
SSD Module (CCIN 58B2) FRU number
1.8 inch 177GB small form factor solid-state drive on PCle SAS RAID and SSD adapter.

FRU 43W7749
I/O bus architecture
PCle x8
Slot requirement
Two PCle x8 slots per adapter. (The adapter physically plugs into one slot and covers the
adjacent slot to the left.)
Cables
No cables required.
Voltage
33V
Form factor
Short
Maximum number
Refer to the following PCI adapter placement links for your system.
* [PCI adapter placement for the 8202-E4B
 [PCI adapter placement for the 8231-E2B
Attributes
* The new PCle adapters and their associated SSD modules are supported in the Power 710, 720,
730, 740, and 750 system units or in the feature 5802 and 5877 12X PCle I/O drawers when
attached to the Power 720, 740, 750, 770, and 780.
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¢ The adapter is not supported in the 770, and 780 system units. It is not supported in the
12X-attached feature 5803 and 5873 PCle 1/O drawers. It is not supported on POWER6®
servers.

* Each RAID formatted (528-byte blocks) SSD module provides up to 177 GB of capacity in an
AIX, IBM i, or Linux environment. Modules can also be JBOD formatted (512-byte blocks) and
provide up to 200 GB of capacity in an AIX, and Linux environment. Formatting for RAID
provides additional data integrity and the option to use RAID 0 (when SSD modules are
mirrored at the operating system level), RAID 5, or RAID 6.

Operating system or partition requirements

This adapter is supported for the following operating systems:
« AIX
- 6.1L AIX Version 6.1 with the 6100-06 Technology Level
— 7.1 AIX Version 7.1
- 5.3S AIX 5L" for POWER® version 5.3 with the 5300-10 Technology Level and Service Pack 5
— 5.3V AIX 5L for POWER version 5.3 with the 5300-11 Technology Level and Service Pack 5
- 5.3X AIX 5L for POWER version 5.3 with the 5300-12 Technology Level and Service Pack 2
- 6.1F AIX Version 6.1 with the 6100-03 Technology Level and Service Pack 7
— 6.1H AIX Version 6.1 with the 6100-04 Technology Level and Service Pack 7
— 6.1] AIX Version 6.1 with the 6100-05 Technology Level and Service Pack 3
¢ Linux
— Red Hat Enterprise Linux version 5, with update 5, or later
— SUSE Linux Enterprise Server 10, with Service Pack 3, or later
— SUSE Linux Enterprise Server 11, with Service Pack 1, or later
e IBM i
- V7RIm0

This adapter requires the following drivers:

* AIX: devices.pciex.14103903 device driver package

e Linux:
— iprutils version 2.2.21 and ipr driver version 2.2.0.3 (or newer) for RHELS5 kernels
— iprutils version 2.2.21 and ipr driver version 2.2.0.3 (or newer) for SLES10 kernels
— iprutils version 2.2.21 and ipr driver version 2.4.3 (or newer) for SLES11 kernels

If you are installing a new feature, ensure that you have the software required to support the new feature
and that you determine if there are any existing prerequisites. To do this, use the IBM Prerequisite Web

site at Ihttp: //www-912.ibm.com/e_dir/ e‘ServerPrereq.nstl-.lijr .

Cables

None

4 Gb Dual-Port Fibre Channel PCI-X 2.0 DDR Adapter (FC 1910, 5759;
CCIN 1910, 5759)

Learn about the specifications and operating system requirements for the 4 Gb Dual-Port Fibre Channel
PCI-X 2.0 DDR Adapter.

The 4 Gb Dual-Port Fibre Channel PCI-X 2.0 DDR Adapter is a 64-bit address/data, short form factor
Peripheral Component Interconnect-X (PCI-X) adapter with an LC type external fiber connector that

provides single or dual initiator capability over an optical fiber link or loop. With the use of appropriate
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optical fiber cabling, this adapter provides the capability for a network of high-speed local and remote
located storage. The adapter will auto-negotiate for the highest data rate between adapter and an
attaching device at 1 Gbps, 2 Gbps or 4 Gbps of which the device or switch is capable. Between the
adapter and an attaching device or switch, the distances supported are up to: 500 meters running at 1
Gbps data rate, 300 meters running at 2 Gbps data rate, and 150 meters running at 4 Gbps data rate.
When used with IBM fibre channel storage switches supporting long-wave optics, distances of up to 10
kilometers are capable running at either 1 Gbps, 2 Gbps, or 4 Gbps data rates.

The 4 Gb Dual-Port Fibre Channel PCI-X Adapter can be used to attach devices either directly, or by
means of fibre channel switches. If attaching a device or switch with a SC type fiber connectors, use a
LC-SC 50 micron fiber converter cable (#2456) or a LC-SC 62.5 micron fiber converter cable (#2459).

Adapter specifications

Item Description
Adapter FRU number
03N5029" or 03N5020"

" Designed to comply with RoHS requirement.

" Not designed to comply with the RoHS requirement.
Wrap plug FRU number

11P3847 (FC 1910, 5759)
I/0 bus architecture

PCI-X 2.0a, PCI 3.0, PCI-X Mode 2 - 266 MHz, PCI-X Mode 1 - 133 MHz, PCI - 66 MHz
Slot requirement

One available 3.3 volt PCI or PCI-X slot
FC compatibility

1, 2, 4 gigabit
Cables

50/125 micron fiber (500 MHz*km bandwidth cable)
* 1.0625 Gbps 2 — 500 m

e 2.125 Gbps 2 - 300 m

* 425 Gbps 2 - 150 m

62.5/125 micron fiber (200 MHz*km bandwidth cable)

* 1.0625 Gbps 2 — 300 m

¢ 2125 Gbps 2 - 150 m

¢ 425 Gbps2-70m
Maximum number

For system-specific adapter placement information, see the topic collections.
Operating system or partition requirements

AIX 5L Version 5.2 with the 5200-08 Technology Level

AIX 5L Version 5.3 with the 5300-04 Technology Level

Red Hat Enterprise Linux version 4 U2

SUSE Linux Enterprise Server 9 SP3
If you are installing a new feature, ensure that you have the software required to support the new feature
and that you determine if there are any existing prerequisites. To do this, use the IBM Prerequisite Web

site at [http:/ /www-912.ibm.com/e_dir/ eServerPrereq.nsﬂ--lijr .
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Related tasks

[** Installing PCI adapters for the 9117-MMB or 9179-MHB|
[** Installing PCI adapters for the 8202-E4B or 8205-E6B)

=+ [Installing PCI adapters for the 8205-E2H|
Related reference

[ [IBM Prerequisite Web page]

[ [Parts information|

[PCI adapter placement]
[+ [PCI adapter placement|

[+ [PCI adapter placement for the 9117-MMB or 9179-MHB|
IPCI adapter placement for the 8202-E4B or 8205-E6B|

adapter placement for the - or -
[ [PCT ad 1 for the 8202-E4B or 8205-E6B|
[PCI adapter placement for the 8205-E2B|

[+ [PCI adapter placement for the 8205-E2B|

[“Backplane daughter cards and RAID enablement cards” on page 3|
Find links to topics that cover Backplane daughter cards and RAID enablement cards.

PCI-X DDR Dual-Channel Ultra320 SCSI Adapter (FC1912, 5736; CCIN
571A)
Learn about the specifications for the PCI-X DDR Dual-Channel Ultra320 SCSI Adapter.

The PCI-X DDR Dual-Channel Ultra320 SCSI Adapter is a high-performance SCSI adapter for Peripheral
Component Interconnect-X (PCI-X) and PCI systems. The adapter provides two SCSI channels (buses),
each capable of running 320 MBps (maximum). Each SCSI bus can either be internal (on systems that
support internal SCSI devices or backplane attachments) or external, but not both. Internally attached
Ultra320 devices run at a data rate of up to 320 MBps on systems that have internal backplanes that are
capable of supporting Ultra320 speeds.

The adapter uses and supports low voltage differential (LVD) drivers and receivers only.

PCI-X DDR dual-channel Ultra320 SCSI adapter specifications

Item  Description
FRU number
FC 0647, 5736, or 5775 is 42R4860" or 39J4996"

FC 1912 is 42R4862" or 39]4998"

" Designed to comply with RoHS requirement.
" Not designed to comply with the RoHS requirement.
I/0 bus architecture
PCI 2.2 compliant
Slot requirement
One available 3.3 volt PCI or PCI-X slot
Maximum number
For system-specific adapter placement information, see the topic collections.
Operating system or partition requirements
AIX 5L Version 5.2 with the 5200-08 Technology Level, or later

AIX 5L Version 5.3 with the 5300-03 Technology Level, or later
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Red Hat Enterprise Linux 4 Update 2, or later

SUSE Linux Enterprise Server 9 Service Pack 2, or later
Required software or drivers
AIX - devices.pci.1410c002 device driver package

Linux - ipr driver Version 2.0.10.3 (or later) for SLES 9 kernels, Version 2.0.11.1 (or later) for
RHEL4 kernels, or Version 2.0.13 (or later) for kernel.org kernels (kernel version 2.6.12 or later)

If you are installing a new feature, ensure that you have the software required to support the new
feature and that you determine if there are any existing prerequisites. To do this, use the IBM

Prerequisite Web site at Ihttp: //www-912.ibm.com/e_dir/ eServerPrereq.nsfl--lzjr .
Tools None
Cables

Attachment cables are included with the attaching subsystem or device.

Related tasks

[# [installing PCI adapters for the 9117-MMB or 9179-MHB]|

[# [Installing PCI adapters for the 8202-E4B or 8205-E6B]

[ [Installing PCI adapters for the 8205-E2B|
Related reference

[# [[BM Prerequisite Web page]

[ [Parts information|

[PCI adapter placement|
[ [PCI adapter placement|

[ [PCI adapter placement for the 9117-MMB or 9179-MHB|
[PCI adapter placement for the 8202-E4B or 8205-E6B]

(& [PCI adapter placement for the 8202-E4B or 8205-E6B|
[PCI adapter placement for the 8205-E2B|

[ [PCI adapter placement for the 8205-E2B|

[’Backplane daughter cards and RAID enablement cards” on page 3|
Find links to topics that cover Backplane daughter cards and RAID enablement cards.

2-Port 10/100/1000 Base-TX Ethernet PCI-X Adapter (FC 1983, 5706;
CCIN 5706)
Learn about the specifications and LEDs for the 2-Port 10/100/1000 Base-TX Ethernet PCI-X Adapter.

The 2-Port 10/100/1000 Base-TX Ethernet PCI-X Adapter is a full duplex, dual ported, gigabit Ethernet
adapter that can be configured to run each port at 10, 100, or 1000 Mbps data rates. The adapter connects
to the system using a PCI or PCI-X bus and connects to a network using standard unshielded twisted
pair (UTP) cable for distances of up to 100 meters. AIX Network Installation Management (NIM) boot
capability is supported with this adapter. The adapter conforms to the IEEE 802.3ab 1000 Base-T standard.
The adapter also supports jumbo frames when running at the 1000 Mbps speed.

Adapter LED

The LEDs on the adapter provide information about the card's operation status. The LEDs are visible
through the adapter's mounting bracket and, when lit, indicates the following conditions:
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LED Light Description

Link Speed Off 10 Mbps
Green 100 Mbps
Orange 1000 Mbps
Link Green Good link
Off No link: could indicate a bad cable, bad connector,

configuration mismatch, or not selected

Blinking Indicates data activity

j
|
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Figure 3. 2-Port 10/100/1000 Base-TX Ethernet PCI-X Adapter

1 ACT/LNK LED
2 RJ-45 connector
3 Link Speed LED

Adapter Specifications

Item Description
FRU number
5706 is 03N5297 or 00P6131"

1983 is 03N5298" or 80P6450"

" Designed to comply with RoHS requirement.

" Not designed to comply with the RoHS requirement.
I/O bus architecture

PCI 2.2 and PCI-X V1.0a compliant
Busmaster

Yes
Maximum number

For system-specific adapter placement information, see the topic collections.
Adapter size

PCI short form
Connector information

RJ-45
Wrap plug

RJ-45, part number 03N6070
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Cables
Customers supply the cables. For best performance, use cables that meet Cat 5e cabling
standards, or later.

If you are installing a new feature, ensure that you have the software required to support the new feature
and that you determine if there are any existing prerequisites. To do this, use the IBM Prerequisite Web

site at Ihtt‘p: //www-912.ibm.com/e_dir/ eServerPrereq.nsﬂ-lﬁ' .
Related tasks

[** [Installing PCI adapters for the 9117-MMB or 9179-MHH|
[ [Installing PCI adapters for the 8202-E4B or 8205-E6B|

[** [Installing PCI adapters for the 8205-E2B|
Related reference

[ [[BM Prerequisite Web page|

[ [Parts information|

[PCI adapter placement]|
[ [PCI adapter placement|

[ [PCI adapter placement for the 9117-MMB or 9179-MHB|
[PCI adapter placement for the 8202-E4B or 8205-E6B|

[ [PCI adapter placement for the 8202-E4B or 8205-E6B|
[PCI adapter placement for the 8205-E2B|

(& [PCI adapter placement for the 8205-E2B|

[“Backplane daughter cards and RAID enablement cards” on page 3|
Find links to topics that cover Backplane daughter cards and RAID enablement cards.

1 Gigabit iSCSI TOE PCI-X Adapter (FC 1986, 5713) (CCIN 573B)
Learn about the 1 Gigabit iSCSI TOE PCI-X Adapter.

CCIN 573B is not supported for use as Ethernet adapters under the IBM i operating system.

Description and technical overview

The IBM 1 Gigabit iSCSI TOE PCI-X Adapter encapsulates SCSI commands and data into TCP packets
and transports them over a 1-gigabit-Ethernet network through IP. The adapter is dual function,
operating as an iSCSI TOE (TCP/IP offload engine) adapter or as a general purpose Ethernet adapter
where the TCP/IP protocol is offloaded onto the adapter. However, the network function is not
supported by AIX.

The adapter is available in the following versions:
1 Gigabit-SX iSCSI TOE PCI-X Adapter (optical connector), FC 5714]
1 Gigabit-TX iSCSI TOE PCI-X Adapter (copper connector), FC 5713 and FC 198¢|

1 Gigabit-SX iSCSI TOE PCI-X Adapter (optical connector), FC 5714 (CCIN 573C)

+ FRU part number 03N6058" or 30R5519"
(' Designed to comply with RoHS requirement.
" Not designed to comply with the RoHS requirement.)

* 133 MHz PCI-X version 1.0a support and version 2.0 mode 1
* PCI 2.3 compliant
* Low profile
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33V

* Hardware implementation of entire TCP/IP stack

e 200 MB/s, full duplex gigabit Ethernet

 iSCSI initiator support

* IEEE 802.3z compliant

 iSCSI RFC 3720 Compliant

¢ Multimode fiber cabling support

* Fiber LC connector for multimode fiber cabling

¢ Dual-address cycle support for access to 64-bit addresses
* 64-bit addressing support for systems with physical memory greater than 4 gigabytes
* PCI-X split transactions support

* LED indicator for link activity

Note: The fiber adapters are designed with specifications that the cable be a dual-cable connector, with
transmit and receive cable ends clamped together. If you use separate transmit and receive fiber cables,
clamp the cables together to enhance the retention strength on the fiber transceiver connector. Clamping
the cables together also improves the alignment of the fibers with the connector and is designed to
improve overall performance.

Link
Status
LED
(Green)

]

Fiber LC
Connector

o
/;/DDDDD

E ml
-
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Figure 4. 1 Gigabit-SX iSCSI TOE PCI-X Adapter

1 Gigabit-TX iSCSI TOE PCI-X Adapter (copper connector), FC 5713 and FC 1986 (CCIN 573B)

« FRU part number 03N6056 or 30R5219™
(' Designed to comply with RoHS requirement.
" Not designed to comply with the RoHS requirement.)

* 133 MHz PCI-X version 1.0a support and version 2.0 mode 1
e PCI 2.3 compliant

¢ Low profile

e 33v

¢ Hardware implementation of entire TCP/IP protocol stack

* Full Duplex Gigabit Ethernet

* iSCSI initiator support

 IEEE 802.3ab 1000 Base-T compliant

* iSCSI RFC 3720 Compliant
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* PCI-X split transactions support
* LED indicator for link activity
* RJ-45 unshielded twisted pair (UTP) connector

RJ-45
LED Connector

/b
o e

S

Figure 5. 1 Gigabit-TX iSCSI TOE PCI-X Adapter

Preparing to install the adapter
Preparing to install the adapter involves the following tasks.

* Verifying your hardware requirements
* Verifying your software requirements
* Checking prerequisites

* Gathering tools and documentation

Note: If you are installing your operating system at this time, install the adapter before you install the
operating system. If you are installing only the device driver for this adapter, install the device driver
before you install the adapter.

Verifying your hardware requirements:
Before you install your adapter, verify that you have the required hardware.
1 Gigabit-TX iSCSI TOE PCI-X Adapter (copper connector)

The IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter requires the following hardware:
* Cat 5, Cat 5e, or Cat 6 unshielded twisted pair (UTP) cables for network attachment.
Customers supply the cables.

Restriction: The cable can be no longer than 100 meters (including patch cables) from the adapter to
the local switch.

* RJ-45 wrap plug. (Part number 00P1689, included in FC 5713)

The following table shows the minimum and maximum allowable fiber cable lengths from the SX adapter
to the gigabit Ethernet switch, including patch cables:
Table 4. Fiber cable lengths for the 1 Gigabit-SX iISCSI TOE PCI-X Adapter (optical connector)

Modal bandwidth
Fiber type (MHz-km) Minimum range (meters) |Maximum range (meters)

62.5 p.m MMF 160 2 220
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Table 4. Fiber cable lengths for the 1 Gigabit-SX iISCSI TOE PCI-X Adapter (optical connector) (continued)

Modal bandwidth
Fiber type (MHz-km) Minimum range (meters) |Maximum range (meters)
62.5 p.m MMF 200 2 275
50 p.m MMF 400 2 500
50 p.m MMF 500 2 500

Verifying your software requirements:

Before you install your adapter, verify that you have the required operating system software.

The 1 Gigabit iSCSI TOE PCI-X Adapter is supported on AIX 5L version 5.2 and 5.3, and on SUSE Linux

Enterprise Server 9 SP3.

For additional information, see the IBM Prerequisite website at

Ihttp: //www-912.ibm.com/e_dir/ eServerPrereq.nsﬂ'.ldr

Checking prerequisites:

To install the adapter, you will need the following items.

¢ The adapter

* AIX Base Operating System CD, which includes the device driver, or the AIX device driver CD

If an item is missing or damaged, contact your vendor.

Note: Be sure to retain your proof of purchase as it might be required to receive warranty service.

Gathering tools and documentation:

To install the adapter, you need the following tools and documentation.

e A flat-blade screwdriver

* Instructions on how to install a PCI adapter in your specific, system unit.

For instructions on how to install PCI adapters, refer to the PCI adapters topic.

* Your operating system documentation.
Related tasks

[ [Installing PCI adapters for the 8233-E8B and 8236-E8C]

[*#* [nstalling PCI adapters for the 9117-MMB and 9179-MHB

[ [Installing PCI adapters for the 8202-E4B or 8205-E6B|

[ [Installing PCI adapters for the 8205-E2B|

Installing the device driver software for the adapter
Use the information in this section to install the device driver software. The device driver is provided for

the AIX operating system.

Installing the device driver software for the 1 Gigabit-SX iSCSI TOE PCI-X Adapter:

Learn how to install the device driver software. The device driver is provided for the AIX operating

system.
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Note: If you are installing your operating system at this time, install the adapter before you install the
operating system. If you are installing only the device driver for this adapter, install the device driver
before you install the adapter.

1. If you should install your device driver software first, go to step 1 and continue with this section.

2. If you should install your adapter hardware first, go to [“Installing the IBM 1 Gigabit iSCSI TOE PCI-X|
[Adapter” on page 22] When you install AIX, your adapter device driver is automatically installed.

Note: You only need to install the device driver for the first instance of the 1 Gigabit-SX iSCSI TOE
PCI-X Adapter. Any subsequent installation of the 1 Gigabit-SX iSCSI TOE PCI-X Adapter will not require
that you install the device driver again. Go to [“Installing the IBM 1 Gigabit iSCSI TOE PCI-X Adapter”|

for instructions.

To install the device driver software, do the following steps:
1. Turn on the system unit power.
2. Log in as root user.

3. Insert the media containing the device driver software (for example, a CD-ROM) ) into the
appropriate media device. If your system does not have a CD-ROM drive, refer to your system
documentation for performing a NIM (Network Installation Management) installation.

4. At the command line, type the following System Management Interface Tool (SMIT) fastpath:
smit devinst

5. Press Enter. The Install Additional Device Software screen highlights the INPUT device/directory for
software option.

6. Select or type your input device by doing one of the following actions:

* Press F4 to display the input device list and select the name of the device (for example; CD-ROM)
that you are using and press Enter.

or

* In the entry field, type the name of the input device you are using and press Enter. The Install
Additional Device Software window highlights the SOFTWARE to install option.

7. Press F4 to display the SOFTWARE to install window.
8. Type a forward slash (/) to display the Find window.
9. For the IBM 1 Gigabit-SX iSCSI TOE PCI-X Adapter, type the following device package name:
devices.pci.1410cf02
10. Press Enter. The system finds and highlights this device driver software.
11. Press Enter.

The INSTALL ADDITIONAL DEVICE SOFTWARE screen displays. The entry fields are automatically
updated.

12. Press Enter to accept the information.
The ARE YOU SURE window displays.
13. Press Enter to accept the information.

The COMMAND STATUS screen displays. The term RUNNING is highlighted, to indicate that the
installation and configuration command is in progress.

14. When RUNNING changes to OK, scroll to the bottom of the page and locate the Installation
Summary.

After a successful installation, SUCCESS displays in the Result column of the Installation Summary.
15. Remove the installation media from the drive.
16. Press F10 to exit SMIT.

17. Go to ['Installing the IBM 1 Gigabit iSCSI TOE PCI-X Adapter” on page 22 to see the adapter
installation procedure.
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Verifying AIX software installation:

Use this procedure to verify that the device driver for the adapter is installed.
1. If necessary, log in as root user.

2. At the command line, type: TsTpp -1 devices.pci.1410cf02.rte

3. Press Enter. Possible results are as follows:

¢ If the 1 Gigabit-SX iSCSI TOE PCI-X Adapter device driver is installed, the following is an example
of the data that displays on your screen:

Fileset Level State Description
Path: /usr/lib/objrepos 5.3.0.0 COMMITTED 1000 Base-SX PCI-X iSCSI TOE Adapter Device
devices.pci.1410cf02.rte Software

Verify that the devices.pci.1410cf02.rte filesets are installed at the AIX 5.2.0 or later level. If this

information displays but you continue to have problems, go to [“Installing the IBM 1 Gigabit iSCS]|
|TOE PCI-X Adapter” on page 22.|

* If no data displays on your screen, the 1 Gigabit-SX iSCSI TOE PCI-X Adapter device driver did not
install correctly. Return to [“Installing the device driver software for the 1 Gigabit-SX iSCSI TOE]
[PCI-X Adapter” on page 19.|1f you continue to experience problems, it may be necessary to call
your system support organization. Refer to your operating system documentation for instructions.

Installing the device driver software for the IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter:

Learn how to install the device driver software. The device driver is provided for the AIX operating
system.

Note: If you are installing your operating system at this time, install the adapter before you install the
operating system. If you are installing only the device driver for this adapter, install the device driver
before you install the adapter.

* If you should install your device driver software first, go to step 1 and continue with this section.

« If you should install your adapter hardware first, go tq“Installing the IBM 1 Gigabit iSCSI TOE PCI-X|
[Adapter” on page 22] When you install AIX, your adapter device driver automatically installs.

Note: You only need to install device driver for the first instance of the IBM 1 Gigabit-TX iSCSI TOE
PCI-X Adapter. Any subsequent installation of the IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter will not
require device driver installation again. Go to[“Installing the IBM 1 Gigabit iSCSI TOE PCI-X Adapter” on|
for instructions.

To install device driver software:
1. Turn on the system unit power.
2. Log in as root user.

3. Insert the media containing the device driver software (for example: CD-ROM) into the appropriate
media device. If your system does not have a CD-ROM drive, refer to your AIX operating system
documentation for performing a NIM (Network Installation Management) installation.

4. Type the following System Management Interface Tool (SMIT) fastpath:
smit devinst

5. Press Enter. The Install Additional Device Software screen highlights the INPUT device/directory for
software option.

6. Select or type your input device by doing one of the following actions:

* Press F4 to display the input device list and select the name of the device (for example; CD-ROM)
that you are using and press Enter.

OR
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* In the entry field, type the name of the input device you are using and press Enter. The Install
Additional Device Software window highlights the SOFTWARE to install option.

7. Press F4 to display the SOFTWARE to install window.
8. Type the following to display the Find window:
/
9. For the IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter, type the following device package name:
devices.pci.1410d002
10. Press Enter. The system finds and highlights this device driver software.
11. Press F7 to select the highlighted device driver software.
12. Press Enter.

The INSTALL ADDITIONAL DEVICE SOFTWARE screen displays. The entry fields are
automatically updated.

13. Press Enter to accept the information.
The ARE YOU SURE window displays.
14. Press Enter to accept the information.

The COMMAND STATUS screen displays. The term RUNNING is highlighted to indicate that the
installation and configuration command is in progress.

15. When RUNNING changes to OK, scroll to the bottom of the page and locate the Installation
Summary.

After a successful installation, SUCCESS displays in the Result column of the Installation Summary
at the bottom of the page.

16. Remove the installation media from the drive.
17. Press F10 to exit SMIT.
18. Go to the adapter installation procedure, [‘Installing the IBM 1 Gigabit iSCSI TOE PCI-X Adapter.”]

Verifying AIX software installation:

Use this procedure to verify that the device driver for the adapter is installed.
1. If necessary, log in as root user.

2. At the command line, type: 1s1pp -1 devices.pci.1410d002.rte

3. Press Enter. Possible results are as follows:

e If the IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter device driver is installed, the following is an
example of the data that displays on your screen:

Fileset Level State Description
Path: /usr/lib/objrepos 5.3.0.0 COMMITTED 1000 Base-TX PCI-X iSCSI TOE Adapter
devices.pci.1410d002.rte Device Software

Verify that the devices.pci.1410d002.rte filesets are installed at the AIX 5.2.0 or later level. If this
information displays but you continue to have problems, go to [“Installing the IBM 1 Gigabit iSCSI|
[TOE PCI-X Adapter.”]

* If no data displays on your screen, the IBM 1 Gigabit-TX iSCSI TOE PCI-X Adapter device driver
did not install correctly. Return to [“Installing the device driver software for the IBM 1 Gigabit-TX|
[iSCSI TOE PCI-X Adapter” on page 21[If you continue to experience problems, it may be necessary
to call your system support organization. Refer to your operating system documentation for
instructions.

Installing the IBM 1 Gigabit iSCSI TOE PCI-X Adapter

Use the procedures in this section to install the adapter, verify the adapter installation, and run adapter
diagnostics.
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Installing the adapter:

Learn how to install the adapter.

Note: If you are installing your operating system at this time, install the adapter before you install the
operating system. If you are installing only the device driver for this adapter, install the device driver

before you install the adapter.

For instructions on how to install PCI adapters, refer to the PCI adapters topic.

After you have installed the adapter, continue on to [“Verifying the adapter installation.”]

To install your device driver software first, go to|“Installing the device driver software for the adapter”|
first, and then return to this section.

Related tasks

[ [installing PCI adapters for the 8233-ESB and 8236-E8(
[ [installing PCI adapters for the 9117-MMB and 9179-MHB|
G+ [[nstalling PCI adapters for the 8202-E4B or 8205-E6B|

G+ [[nstalling PCI adapters for the 8205-E2H|

Verifying the adapter installation:
Learn how to verify the adapter installation.

At the system prompt:
1. Type cfgmgr and then press Enter.
2. Type 1sdev -Cs pci and then press Enter.

A list of PCI devices displays. If the 1 Gigabit-XX iSCSI TOE PCI-X Adapter installed correctly, an
Available status indicates that the adapter is installed and ready to use.

If the message on your screen indicates that your adapter is Defined instead of Available, shut down your

server. Verify that the adapter was installed correctly.
Running adapter diagnostics:

Diagnostics are provided with the device driver software. To run diagnostics, refer to your system unit
documentation for instructions.

Configuring the 1 Gigabit iSCSI TOE PCI-X adapter
Use the following information to configure the 1 Gigabit iSCSI TOE PCI-X adapter in AIX.

Note: You must complete this configuration in order for the adapter to function correctly.
Overview of configuration process:

These are the steps in the configuration process.

1. Install any device-specific storage device support files. See [“Installing the device-specific storage
support files” on page 24

2. Use the smit command to configure the adapter in AIX. See [“Configuring the adapter in AIX” on|

3. Update the iSCSI targets flat file. See [“Updating the iSCSI targets flat file” on page 25
4. Configure the storage device. See [‘Configuring the storage device” on page 25.

Managing PCI adapters
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Notes:

1. The adapter does not support autonegotiation. Connected devices should be set to 1
gigabit-per-second only.

2. Some Ethernet switch configurations exhibit degraded reliability when configured in a high fan-in

topology. Observe conservative LAN resource allocation practices when planning Ethernet storage
networks.

Installing the device-specific storage support files:

For the system to function correctly with AIX, storage devices often require support-files. These files
might include special utilities or device specific object data manager (ODM) entries.

Refer to the support documentation provided by the manufacturer of the storage device being used.
Configuring the adapter in AIX:
Learn how to configure the adapter using AIX commands.

Using the smit command, do the following steps:
1. From the command prompt, type smit iscsi, then press Enter.
2. In the smit menu, move the cursor over the iSCSI Adapter entry, then press Enter.

3. In the menu that displays, from the Change/Show option, select the number of the adapter you are
configuring (Examples: ics0, ics1). The following is an example of the settings displayed when you
select an adapter number:

[Entry Fields]

iSCSI Adapter icsO
Description iSCSI Adapter
Status Available
Location 1f-09

iSCSI Initiator Name 0
Maximum number of Commands to Queue to Adapter [200] +#
Maximum Transfer Size [0x100000] +
Discovery Filename [/etc/iscsi/targetshw@] =
Discovery Policy file +

Automatic Discovery Secrets Filename
Adapter IP Address
Adapter Subnet Mask

[/etc/iscsi/autosecret>
[10.100.100.14]
[255.255.255.0]

Adapter Gateway Address 0
Apply change to DATABASE only no +
sct+l=Help Esct+2=Refresh Esc+3=Cancel Esct4=List
sctb=Reset Esc+6=Command Esc+7=Edit Esct8=Image
sc+9=Shell Esc+0=Exit Enter=Do

Notes:

* Set the value for the Maximum number of Commands to Queue to Adapter to be greater than the
queue depth times the number of LUNs. For example, for 20 LUNs with a queue depth of 20, the
value should be greater than 400.

* To use flat file discovery, the Discovery Policy must be set to "file."

¢ Change the default file name /etc/iscsi/targetshw from targetshw to targetshwx where x is the adapter
instance number (Examples: ics0, ics1 ).

¢ The user may specify the iSCSI node name. If it is not specified, the adapter will use the default iSCSI
node name provided by the adapter. To display the iSCSI node name used by a particular adapter, use
the Iscfg command to display the adapter VPD. For example, to display the iSCSI node name for ics0,
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use 1scfg -v1 ics0. The iSCSI node name is in the Z1 field of the displayed VPD. The initiator's iSCSI
node name may be required to configure some iSCSI targets.

* If the rmdev command with the -d option is issued, then you must reenter the data in the specified
fields.

Updating the iSCSI targets flat file:
When autodiscovery is not used, the 1 Gigabit iSCSI TOE PCI-X adapter obtains the iSCSI target

descriptions from a flat file. The default file name is /etc/iscsi/targetshw. The information in this file
must accurately describe the target devices for this adapter.

For an explanation of this file format, see Ihttp: / /publibl6.boulder.ibm.com/doc_link/en_US/a_doc_lib/ |
Ifiles / aixfiles /targets.htm|

Configuring the storage device:

To be visible to the adapter, storage devices must be correctly configured. Often the storage device must
be informed of the adapter iSCSI name, and the adapter must be informed of the storage device iSCSI
name. Additionally, either or both may need specific permissions to access the other side of the iSCSI
connection.

For instruction on configuring the storage device, refer to the support documentation provided by the
manufacturer of the storage device.

Connecting the adapter to an Ethernet network
Use this information to learn about connecting the IBM 1 Gigabit iSCSI TOE PCI-X Adapter to your
Ethernet network.

Connecting the IBM 1 Gigabit-SX iSCSI TOE PCI-X adapter (optical connector) to an Ethernet
network:

The fiber adapters are designed with specifications that the cable be a dual-cable connector, with transmit
and receive cable ends clamped together. If you use separate transmit and receive fiber cables, clamp the
cables together to enhance the retention strength on the fiber transceiver connector. Clamping the cables
together also improves the alignment of the fibers with the connector and is designed to improve overall
performance.

Note: Only one type of network can be attached to the adapter at a time.
Understanding the adapter LED:

The LED on the 1 Gigabit-SX iSCSI TOE PCI-X Adapter provides information about the card's link status.
The LED is visible through the card's mounting bracket and indicates the following conditions.

Light State Description

Green On Good Link

Green Off No link: could be the result of a bad cable, bad connector, or configuration
mismatch
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Figure 6. LED on the 1 Gigabit-SX iSCSI TOE PCI-X Adapter

Connecting the network cables and adapter:

Use these instructions to connect the adapter to your network.

Before you begin connecting the adapter, make sure you have the hardware listed in |[“Verifying your
lhardware requirements” on page 18]

To connect the adapter to the multimode fiber network:
¢ Insert the male LC Fiber Optic Connector into the adapter LC connector.
* Insert the male LC Fiber Optic connector of the other end of the cable into the network switch.

Connecting the IBM 1 Gigabit-TX iSCSI TOE PCI-X adapter (copper connector) to an Ethernet
network:

Only one type of network can be attached to the adapter at a time.
Connecting the network cables and adapter:

Use these instructions to connect the adapter to your network.

Before you begin connecting the adapter, make sure you have the hardware listed in [“Verifying your
lhardware requirements” on page 18

To connect the adapter to an unshielded twisted pair (UTP) network, do the following steps:
1. Insert the RJ-45 jack of the UTP cable into the R]-45 connector on the adapter.
2. Insert the RJ-45 jack of the other end of the UTP cable into the network switch.

Understanding the adapter LED:

The LED on the 1 Gigabit-TX iSCSI TOE PCI-X Adapter provides information about the card's link status.
The LED is visible through the card's mounting bracket and indicates the following conditions.
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Light State Description

Green On Good Link
Green Off No link: could be the result of a bad cable, bad connector, or configuration
mismatch
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Figure 7. LED on the 1 Gigabit-TX iSCSI TOE PCI-X Adapter

Resolving configuration errors

Learn about config logging information, iSCSI TOE adapter error log information (ICS_ERR template),
and iSCSI TOE protocol driver error log detail (ISCSI_ERR template).

This information might be useful for resolving configuration errors.

Config logging information:

It might be helpful to use the config log facility when trying to debug the iSCSI environment.

The most common error scenario is when cfgmgr -v1 icsO completes successfully, but does not create
any hdisks, or creates fewer hdisks than expected. Several common configuration errors can lead to this

scenario. The cfglog can be used to determine which of several common errors may have occurred.

You can run the following command to display any captured config log data:
alog -0 -t cfg

To display information about the log file configuration, such as the location of the log file, run:
alog -L -t cfg

If config logging is not enabled, it can be enabled as follows:
export CFGLOG=""
echo "Create cfglog" | alog -t cfg

A useful debug method is to perform the following steps:
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rmdev -R1 ics<x>

rm /usr/adm/ras/cfglog

echo "Create cfglog" | alog -t cfg
cfgmgr -1 ics<x>

alog -0 -t cfg

Some common errors will cause the open of the iSCSI protocol device driver to fail. In this case, the
cfglog will contain a message such as the following, where XX is an error number from errno.h

open of /dev/iscsi® returned XX" where XX is an error number from errno.h.

The value returned by the open can indicate the problem. Two common values that can be caused by a
configuration error are 69 (ENETDOWN) and 70 (ENETUNREACH).

The return code 69 indicates that the link attached to the iSCSI adapter is physically down. Check to see
if the cable is correctly plugged in.

The return code 70 indicates that the link is up, but that the adapter was unable to obtain a client address
from DHCP. If the adapter's host_addr attribute is not set to a valid IP address, the adapter will attempt
to acquire an IP address from a DHCP server. If no DHCP server provides an IP address, the open will
fail with a return code 70.

After a successful open, the configuration method will attempt to start the device. If the SCIOLSTART
ioctl fails, it will prevent the discovery of the hdisks. A failure of SCIOLSTART will be recorded in the
config log as follows:

SCIOLSTART failed, errno = E, status_class = C, status_detail =D

If the values of C or D for the Status Class and Status Detail are nonzero, it indicates that the iSCSI login
failed. The Status Class and Status Detail are values returned in the iSCSI login response. The meaning of
the Status Class and Status Detail values are documented in the iSCSI RFC 3270.

The SCIOLSTART ioctl may also fail before it attempts the iSCSI login. If the Status Class and Status
Detail are both zero but Errno is nonzero, then the ioctl failed before the login occurred.

Two common errno values returned by the SCIOLSTART ioctl are 73 (ECONNRESET) and 81
(EHOSTUNREACH).

The errno 73 indicates that the target IP address refused the TCP connection that the iSCSI adapter
attempted. One possible cause is that the wrong TCP port number is specified in the
/etc/iscsi/targetshwx configuration file.

The errno 81 indicates that the iSCSI adapter did not get any response from the target's IP address. In
other words, the iSCSI adapter cannot ping the target's IP address.

If the iSCSI adapter does not discover any new hdisks, and the cfglog does not reveal any of those errors,
the following are other possibilities.

* If the syntax of the /etc/iscsi/targetshwx file is incorrect, the configuration method will not attempt
to open or start the device, so the preceding errors will not appear.

* If the target device is accessible but no LUNs are assigned to the device, no error will appear, but there
will be a message indicating 0 Tuns found.

iSCSI TOE adapter error log information (ICS_ERR template):

Learn about the error log entries made by the iSCSI TOE adapter.

* [[able 5 on page 29 shows the detail sense data layout.

« [Table 6 on page 29| shows the detail sense data descriptions.
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* [Special detail sense data|and |Table 7 on page 31|show a special format that is used for logging bulk

data such as a crash record or an IOCB request or completion queue.

* [Table 8 on page 31|shows the error number values.

The detail sense data log in the ICS_ERR template for PCI iSCSI TOE adapters uses the structure
error_log_def defined in src/rspc/kernext/pci/qlisc/qliscdd.h.

Table 5. Detail Sense Data

AAAA AAAA is the general error field.

XXXX
1111
LLLL
FFFF
0000
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTTT
TTTT
TTTT
TTT
TTTT
T
TTTT
TTT
WWWW
5555
9999
888

VY
1111
LLLL
FFFF
0000
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
RRRR
5555
9999
8884

AAAA
1111
LLLL
FFFF
0000
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTT
TTTT
TTTT
TTTT
TTTT
TTT
TTTT
TTT
1771
5555
9999
888

AAAA BBBB BBBB CCHH RRRR YYYY YYYY
ITIT IIIT ITIT IIIT IIII PPPP PPPP
LLLL EEEE EEEE EEEE EEEE DDDD DDDD
FFFF GGGG GGGG GGGG GGGG JJJJ JJIJJ
0000 QQQQ QQQQ QQQQ QQQQ RRRR RRRR
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT
L7717 2222 2222 2222 2222 3333 3333
5555 6666 6666 6666 6666 7777 7777

RRRR
PPPP
DDDD
JJdd
RRRR
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTTT
TTTT
TTTT
71T
TTTT
TTTT
TTTT
TTTT
3333
7777

RRRR
PPPP
DDDD
JJdd
RRRR
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTTT
TTTT
TTTT
77T
TTTT
TTTT
TTTT
TTTT
3333
7777

0099 #### #### #### ### $555 $553 533 $53%
B/R/Q *akk kakk kxkxk kxkx 0000 EEEE EEEE EEEE 7777 2777 2777

Table 6. Detail sense data descriptions

RRRR RRRR RRRR
$SSS SSSS UUUU
MMMM MMMM  MMMM
KKKK KKKK KKKK
RRRR RRRR RRRR
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
NNNN NNNN NNNN
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
TTTT TTTT TTTT
4444 4444 4444
8888 8888 8888

0000 0000 0000
%%%% 6666 6606756

RRRR
uuuy
MMMM
KKKK
RRRR
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
4444
8888

0000
%%%%

* 0 - None

* 1 - Mailbox

* 2-10CB

* 3 - Register data

* 4 - Driver data

¢ 5 - glisc_cmd data
* 6 - Raw data

* 7 - Return code data

Data Description
X Device type ID. X value of 0 indicates Qlogic iSCSI adapter driver.
\% Valid length of detail.
A Determined by the adapter driver based on the error.
B Return code from an operation.
C Discovery policy. Possible values:
* 0 - Unknown how the adapter is connected
¢ 1 - This adapter is using flat file discovery
¢ 2 - This adapter is using SLP
H Type of data in the error log. Possible values:

Managing PCI adapters

29



Table 6. Detail sense data descriptions (continued)

Data Description

Link Speed

These values are reserved for future use.

IP address of adapter

Port Number of target.

Adapter State

Number of iSCSI nodes known

Poll Lbolt value

Lbolt of last adapter reset

No DMA resource count

No adapter IOCBs available

Number of Input requests

Number of Outbound requests

Number of control requests

Total number of Input bytes

Total number of Output bytes

Current lbolt value

iSCSI name of target

If command was for IOCB, then this contains IOCB that failed

1/0 Handle of next IOCB

How often Link stat timer is running (in seconds)

Number of IOCBs issued

Number of mailboxes issued

Number of link down events

MAC bytes received

MAC CRC error count

MAC encoding error count

Number of IP packets transmitted

Number of IP bytes transmitted

Number of IP packets received

%#@m\]c\m»hwm[\]gv—]z,omw‘—‘nmzomr‘cjmwﬁw»—<

Number of IP bytes received

ES

IP fragment received overlap count

& Transmitted iSCSI PDU count
* Transmitted iSCSI data bytes
@ Received iSCSI PDU count

-~

Received iSCSI data bytes

Special detail sense data(AAAA AAAA is the general error field.)

This format is used for logging bulk data such as a crash record or an IOCB request or completion queue.
The first line of the detail data has a special format and all remaining lines of the detail data contain the
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bulk data being logged. Note that the bulk data may take up more than one of these records. The first
line of the entry contains information to piece the data together. The first line is:

XXXX XXXX AAAA AAAA BBBB BBBB CCCC CCCC DDDD DDDD EEEE EEEE FFFF FFFF 0000 0000

The following table shows how to interpret the special detail sense data:

Table 7. Special detail sense data descriptions

Data Description
X Not used
A Number determined by the adapter driver based on the error. At present it will always be "OxFF"

for the special format.

Return code from an operation

Segment number of the data in this record

Offset of the beginning of this record in the total data

Length of valid data in this record

o m| O] 0| w

Total length of data to be logged

For example, when logging a crash record the total length is usually 0x1000 bytes. Each of these records
can contain 0x300 bytes and there will be six of these error report entries. The first five segments will be
numbered 1, 2, 3, 4, 5 with length of 0x300 and offsets of x0, x300, x600, x900, xC00. The sixth entry will
be segment 6 with length of x100 and offset 0xf00.

Table 8. Error number values

Error number Error template Description of error

0x23 ICS_ERR6 DHCP lease expired. Link is no longer usable.

0x25 ICS_ERR6 Adapter Reset Timer expired

0x26 ICS_ERR6 Mailbox time-out, mailbox provided

0x27 ICS_ERR2 IOCB time-out

0x28 ICS_ERR2 Time-out on invalid type timer

0x29 ICS_ERR6 D_MAP_LIST failed return code provided. May need to increase the
max_xfer_size attribute for the adapter icsX

0x2A ICS_ERR6 Time-out on invalid type timer

0x2B ICS_ERR6 Received completion for adapter originated IOCB, but could not find the
original IOCB.

0x2C ICS_ERR6 Size of mailbox IOCB is not equal to mb info size

0x2E ICS_ERR2 Abort time out

0x2F ICS_ERR6 Received unsolicited IOCB and protocol driver does not handle unsolicited
I0CBs

0x30 ICS_ERR2 Adapter reported fatal error

0x31 ICS_ERR6 Invalid command entry type, command provided.

0x32 ICS_ERR6 Invalid command opcode, command provided.

0x33 ICS_ERR6 Invalid command entry type, command provided.

0x34 ICS_ERR6 Invalid command opcode, command provided.

0x36 ICS_ERR6 Stub routine called.

0x4B ICS_ERR6 D_MAP_INIT in config INIT failed, size of DMA resources provided in return
code field
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Table 8. Error number values (continued)

Error number | Error template Description of error

0x4C ICS_ERR6 D_MAP_INIT at open time failed, size of DMA resources provided in return
code field

0x4D ICS_ERR6 Could not allocate delay timer at open time.

0x4E ICS_ERR6 Could not allocate poll timer at open time

0x50 ICS_ERR10 Debug Only Trace. Target is reporting busy. IOCB, and cmd included.

0x51 ICS_ERR6 Invalid type or parameter error, IOCB, and cmd included.

0x52 ICS_ERR6 DMA error occurred, IOCB and cmd included.

0x53 ICS_ERR6 Entry State Flag error, IOCB and cmd included.

0x55 ICS_ERR6 Unknown Async IOCB received. IOCB included.

0x65 ICS_ERR6 Should never occur

0x71 ICS_ERR6 Exceeded delay waiting for I/O to complete before download operation.

0x7A ICS_ERR2 Failed to get NVRAM semaphore for extracting VPD.

0x83 ICS_ERR6 EEH callback function with unsupported parameter... EEH_DD_DEBUG.

0x90 ICS_ERR6 Cannot issue Login because of invalid mode. Mode, origin, and
ddb_dev_index provided

0x91 ICS_ERR6 Cannot issue Logout because of invalid mode. Mode, origin, and
ddb_dev_index provided

0x92 ICS_ERR6 Cannot get DDB because of invalid mode. Mode, origin, and ddb_dev_index
provided

0x93 ICS_ERR6 Cannot set DDB because of invalid mode. Mode, origin, and ddb_dev_index
provided

0x94 ICS_ERR6 Cannot do a Get Management data mailbox. Mode, origin, and
ddb_dev_index provided

0x95 ICS_ERR6 Cannot do a Read Flash ROM mailbox because of of invalid mode. Mode and
origin provided

0x96 ICS_ERR6 Cannot do a Write Flash ROM mailbox because of invalid mode. Mode, origin
provided

0x97 ICS_ERR6 Cannot do a ping because of invalid mode. Mode, address provided

0x98 ICS_ERR6 Cannot get crash record data because of invalid mode, Mode, data size and
origin provided.

0x99 ICS_ERR6 Cannot free DDB because of invalid mode. Mode, origin, and ddb_dev_index
provided

0x9A ICS_ERR6 Cannot get About Firmware data because of invalid mode. Mode, origin
provided.

0x9B ICS_ERR6 Cannot get init firmware control block data because of invalid mode. Mode,
origin provided.

0x9A ICS_ERR6 Cannot get firmware state because of invalid mode. Mode, origin provided.

0xA0 ICS_ERR6 Received Mailbox completion, but do not have any mailboxes active. Mailbox
completion and last know mailbox IOCB sent included

0xA2 ICS_ERR6 Get Initialize Firmware mailbox failed, completion mailbox and original
mailbox provided.

0xA3 ICS_ERR6 Initialize Firmware mailbox failed, completion mailbox and original mailbox
provided.

OxA4 ICS_ERR6 Failed to build Get Firmware State after Initialize Firmware, Return code
included.
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Table 8. Error number values (continued)

Error number

Error template

Description of error

0xA5 ICS_ERR6 Failed to build Get Crash Record mailbox.

0xA6 ICS_ERR6 Failed to build Get DDB mailbox.

0xA7 ICS_ERR6 Get DDB mailbox failed, mailbox, rc, and original mailbox included

0xA8 ICS_ERR6 Number of iSCS nodes known by adapter has decreased.

0xA9 ICS_ERR6 Failed to build Get Firmware State after Initialize Firmware, Return code
included.

OxAA ICS_ERR6 Issued Get DDB mailboxes, but have no previously known nodes.

0xAB ICS_ERR6 Get Crash Record mailbox failed.

OxAC ICS_ERR6 Get Crash Record succeeded. Crash record data follows in "OXFF" error report
entries.

0xAD ICS_ERR6 Unknown mailbox completed. mailbox included.

OXAE ICS_ERR6 Unrecoverable error reported by Get Firmware State

0xB0O ICS_ERR2 Mailbox completed with busy status, completion mailbox and original
included.

0xB1 ICS_ERR2 Mailbox failed with invalid parameter or invalid command. Mailbox included

0xB2 ICS_ERR2 Mailbox failed. Mailbox included.

0xB3 ICS_ERR2 Mailbox failed with unknown status. Mailbox included.

0xCo ICS_ERR2 Adapter reported system error.

0xC1 ICS_ERR10 Debug only log, Link up

0xC2 ICS_ERR10 Debug only log. Link Down

0xC3 ICS_ERR10 Debug only log. Adapter reported DDB change

0xC4 ICS_ERR10 Debug only log. Adapter's IP addresss or MAC address changed

0xC5 ICS_ERR10 Debug only log. iSNS message received.

0xC6 ICS_ERR1 Adapter reporting self test failure.

0xC7 ICS_ERR2 NVRAM invalid async mailbox received

0xC8 ICS_ERR2 Async message reporting login, heartbeat, DNS, failures.

0xC9 ICS_ERR2 Unknown Async mailbox received.

0xCA ICS_ERR10 SCSI Command PDU rejected

0xCB ICS_ERR6 Build get DDB entry mailbox failed

0xCC ICS_ERR10 Link dead flag set (link down longer than link timeout period

0xDO ICS_ERR2 Reset Adapter failed. Reset step provided.

0xD1 ICS_ERR2 Reset Adapter failed. Adapter reported Fatal Error

0xD2 ICS_ERR2 Reset Adapter failed. Adapter self test did not complete

OxDEAD ICS_ERR1 All retries of adapter reset failed.

OxEO ICS_ERR6 Failed to allocate iSCSI entry list.

OxE1 ICS_ERR6 Failed to create new node entry for CHAP entry

0xE2 ICS_ERR7 Failed to initialize EEH

0xFO ICS_ERR6 D_MAP_INIT for microcode download failed

OxF1 ICS_ERR6 D_MAP_PAGE for microcode download failed.

0xF2 ICS_ERR6 Failed to build write FLASH mailbox

OxF3 ICS_ERR6 Get DDB entry mailbox failed.
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Table 8. Error number values (continued)

Error number | Error template Description of error

0xF4 ICS_ERR6 Set DDB entry mailbox failed.

0xF5 ICS_ERR6 Could not find empty slot for CHAP secret

0xF6 ICS_ERR6 Could not get CHAP secret entry from FLASH

0xF7 ICS_ERR6 Secrets memory area pointer unexpectedly NULL

0xF8 ICS_ERR6 Build get DDB entry mailbox failed

0xF9 ICS_ERR6 Could not write to FLASH to erase CHAP secret

OxFA ICS_ERR2 SCSI IOCB Command queue data follows. RC is current queue head. (debug
driver only)

0xFB ICS_ERR2 SCSI IOCB completion queue data follows. RC is current queue head. (debug
driver only)

OxFF ICS_ERR6 Crash record or queue data. Special format for detailed sense data.

iSCSI TOE protocol driver error log detail (ISCSI_ERR template):

Learn about the error log entries made by the iSCSI protocol driver.
. shows the detail sense data layout.
* [Table 10|shows the detail sense data descriptions.

+ [Table 11 on page 36 shows the error number values.

Table 9. Detail Sense Data

AAAA AAAA is the general error field.
VVVV AAAA AAAA BBBB BBBB CCHH

XXXX
1111
QQQQ
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
JJJJ
JJJJ
TTTT
TTTT
DDDD
GGGG
GGGG
MMMM
2222

1111
QQQQ
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
JJJJ
JJJJ
TTTT
TTTT
DDDD
GGGG
GGGG
MMMM
2222

1111
QQQQ
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
JJJJ
JJJJ
TTTT
TTTT
DDDD
GGGG
GGGG
MMMM
2222

III1 IIII
QQQQ QQqQ
NNNN. NNNN
NNNN. NNNN
NNNN- NNNN
NNNN- NNNN
NNNN. NNNN
NNNN- NNNN
NNNN. NNNN
NNNN- NNNN
NANNENARN
NANNEARN
TTTT TT7T
TTTT TTTT
DDDD DDDD
GGGG GGGG
GGGG GGGG
MMMM PPPP
2222 3333

1111
QQQQ
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NARN
JJJJ
TTTT
TTTT
DDDD
GGGG
GGGG
PPPP
3333

1111
QQQQ
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
NNNN
JJJJ
JJJJ
TTTT
TTTT
DDDD
GGGG
GGGG
PPPP
3333

RRRR YYYY YYYY TTTT TTTT LLLL LLLL LLLL LLLL
ITIT EEEE EEEE EEEE EEEE EEEE EEEE EEEE EEEE
00QQ 777z 7777 7777 77717 7777 717177 71177 1171
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN NNNN
JJdd Jddd Jddd Jddd Jddd Jddd Jddd Jddd Jddd
JJdJdd Jddd Jddd Jddd Jddd Jddd Jddd Jddd Jddd
TTTT TTTT TTTT TTTT TTTT TTTT TTTT TTTT TTTT
TTTT TTTT TTTT TTTT TTTT TTTT TTTT TTTT TTTT
DDDD DDDD DDDD DDDD DDDD GGGG GGGG GGGG GGGG
GGGG GGGG GGGG GGGG GGGG GGGG GGGG GGGG GGGG
GGGG GGGG GGGG GGGG GGGG GGGG GGGG GGGG GGGG
PPPP KKKK KKKK KKKK KKKK UUUU WWSS 1111 1111
3333

Table 10. Detail sense data descriptions

Data Description
X Device type ID. X value of 0 indicates Qlogic iSCSI protocol driver.
\% Valid length of detail.
A Determined by the adapter driver based on the error.
B Return code from either the adapter driver output routine or control function.
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Table 10. Detail sense data descriptions (continued)

Data Description
C Discovery policy. Possible values:
* 0 - Unknown how the adapter is connected
* 1 - This adapter is using flat file discovery
* 2 - This adapter is using SLP
H Type of data in the error log. Possible values:

* 0-I0CB
* 1-CMD Element
e 2 - Raw/General

Status value of the control element returned by the adapter driver.

Time-out value of command.

Lun id to which this request was issued

This value is the 128-bit IP address of this adapter.

This value is the 128-bit IP address of the device to which this command was sent.

The iSCSI CDB that failed.

Additional CDB

These values are reserved for future use.

Target name

If the type of data is IOCB, then is the failed command IOCB

If the type of data is IOCB, this is the reply IOCB

DSD array for this command

This is used for the first 72 bytes of autosense

Bus real address of SCSI CDB

Bus real address of Auto sense buffer

Bus real address of DSD list

scsi_buf version

q_tag_msg

cmd_type

Variable CDB len

Port Number

num_start_LUNSs for this target

This is used for the address of the failing scsi_info structure.

Port Number

Time out value

Number of remaining active commands for this device if it is LUN specific

Qstate if command is to a specific LUN

First 242 bytes of the the iSCSI name of the target.

Target State if applicable

Open count since device configured

Preempt count for fairness

wiNn[F|Z|Z]|un|lcla|=m|H|le|v~rln|lS|IclRIT-|IZ|0|T(8|—|Z|mAIN|O|H|~||3|=

Flags from target
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Table 10. Detail sense data descriptions (continued)

Data

Description

Adapter specific stats from ndd_specstats: CRC

transmit data in megabytes since opened

received data in megabytes since opened

Number of writes since opened

Number of reads since opened

Number of nondata requests since opened

Number of times a request was not sent because no command elements

Ibolt when last opened

Ibolt of current request

Table 11. Error number values

Error Number | Error Template Description of Error

0x1 ISCSI_ERR4 Command Time-out in SCIOLINQU. dev_info information is included.

0x2 ISCSI_ERR4 Command Time-out in SCIOLSTUNIT. dev_info information is included.

0x3 ISCSI_ERR4 Command Time-out in Test Unit Ready IOCTL. dev_info information is
included.

0x4 ISCSI_ERR4 Command Time-out in Read Block Ioctl. dev_info information is included.

0x5 ISCSI_ERR6 SCIOLNMSRYV control request to the adapter driver failed

0x6 ISCSI_ERR6 SCIOLSTART failed since target IP address or iSCSI name is the same as this
adapter.

0x7 ISCSI_ERR6 Trace table failed to allocate

0x8 ISCSI_ERR6 size of SCIOLNMSRYV is not multiple of word.

0x10 ISCSI_ERRI3 Only logged when debug is turned on . An LUN reset (SCIOLRESET) ioctl
call failed with EINVAL, most likely because LUN reset is not supported for
this device, so a target reset was issued instead.

0x11 ISCSI_ERR6 Invalid kernext handle passed to strategy.

0x12 ISCSI_ERR6 Version 0 scsi_buf or no kernext handle passed to strategy

0x13 ISCSI_ERR6 SC_DEV_RESTART received but has a scsi command in it.

0x14 ISCSI_ERR6 Only logged when debug is turned on. An unexpected SC_Q_CLR was
received

0x15 ISCSI_ERR6 Only logged when debug is turned on. A SC_DEV_RESTART command was
received.

0x16 ISCSI_ERR6 Only logged when debug is turned on . A SC_TARGET_RESET command was
received

0x17 ISCSI_ERR6 Only logged when debug is turned on . A SC_LUN_RESET command was
received

0x18 ISCSI_ERR6 An invalid scsi_buf was received in the strategy routine.

0x19 ISCSI_ERR6 A SCSI Command with no command length is about to be issued.

0x1A ISCSI_ERR6 Invalid control element received from adapter driver.

0x1B ISCSI_ERR6 Invalid IOCB entry type for control element completion.

ox1C ISCSI_ERR6 Unknown unsolicited IOCB received.

0x1D ISCST_ERR6 Control element received from adapter driver, but is not active. cmd included.
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Table 11. Error number values (continued)

Error Number

Error Template

Description of Error

0x1E ISCSI_ERR6 Unknown mailbox command completion received.

Ox1F ISCST_ERR6 Processing completion of marker command but invalid IOCB or target.

0x20 ISCSI_ERR6 Timeout for an unknown device.

0x21 ISCSI_ERR6 Timeout for an unknown device. ID/Lun is not valid. target_info information
is included.

0x22 ISCSI_ERRG A command completed before it was to be timed out (i.e. the command
completed within milliseconds of timing-out).

0x23 ISCSI_ERR6 Timeout for command that is not active. dev_info information is included.

0x26 ISCST_ERR4 A device cancel timed-out. There are still commands active at the adapter,
which were not flushed back. dev_info information is included.

0x27 ISCSI_ERRG A device cancel timed-out and the retry of the cancel failed. dev_info
information is included.

0x28 ISCSI_ERR4 A target cancel timed-out. target_info information is included.

0x29 ISCSI_ERR4 A login issued to the adapter driver's cmd entry point timed out. target_info
information is included.

0x2A ISCSI_ERR4 A Pass thru IOCB timed out.

0x2B ISCSI_ERR4 Proc level task management function (SCIOLRESET) timed-out. command is
included

0x2C ISCST_ERR4 Interrupt level task management function (Target Reset) timed-out. command
is included

0x2D ISCSI_ERR6 Wait for DDB time-out occurred.

0x2E ISCSI_ERR4 Data underrun detected by adapter, the command is included.

0x2F ISCSI_ERR4 An unknown time-out occured.

0x30 ISCSI_ERR2 Async status received from adapter indicates a complete adapter failure

0x31 ISCSI_ERR2 Only logged when debug is turned on . Async status received from adapter
driver indicating link is dead

0x32 ISCSI_ERR4 Only logged when debug is turned on. Async status received from adapter
driver indicating link is down.

0x33 ISCSI_ERR4 Only logged when debug is turned on. Async status received from adapter
driver indicating link is up.

0x34 ISCST_ERR4 Only logged when debug is turned on. Async status received from adapter
driver indicating a LOGO was received for a device. target_info information is
included

0x35 ISCSI_ERR4 Only logged when debug is turned on . Async status received from adapter
driver indicating a State Change Notification was received. target_info
information is included.

0x36 ISCSI_ERR2 Only logged when debug is turned on . The adapter has been halted.

0x37 ISCSI_ERR2 Only logged when debug is turned on . The adapter has been resumed after
being halted.

0x38 ISCSI_ERRI3 Only logged when debug is turned on. Async status received from adapter
driver indicating PDU was rejected.

0x39 ISCSI_ERRG Only logged when debug is turned on. Async status received from adapter
driver indicating DDB change

0x3A ISCSI_ERR2 Only logged when debug is turned on. Unknown async NDD status received

from adapter driver

Managing PCI adapters 37



Table 11. Error number values (continued)

Error Number | Error Template Description of Error
0x3B ISCSI_ERR6 Unknown async status received from adapter driver
0x3C ISCSI_ERRI3 Async status for DDB change received indicating device is different.
0x3D ISCSI_ERR4 Only logged when debug is turned on. Async status received from adapter
indicating DHCP lease expired.
0x40 ISCSI_ERR2 Adapter dd detected error that indicates HOST 10 BUS ERROR. cmd element
included
0x41 ISCSI_ERR2 Adapter dd detected error that indicates adapter hardware failure. cmd
element included.
0x42 ISCSI_ERR4 Adapter dd detected error that indicates adapter software failure. cmd
element included.
0x43 ISCSI_ERR4 Adapter dd detected an unknown error status from the adapter driver.cmd
element included.
0x44 ISCSI_ERRI3 Device returning busy status.
0x45 ISCSI_ERR4 Adapter reporting an invalid IOCB. cmd element included
0x46 ISCSI_ERR2 Adapter reporting DMA error on IOCB. cmd element included
0x47 ISCSI_ERR4 Adapter reporting an entry state flag error. cmd element included
0x48 ISCSI_ERR6 IOCB failed with invalid parameter. Cmd included
0x49 ISCSI_ERR2 IOCB failed with DMA error. Cmd included.
0x4A ISCSI_ERRIO IOCB failed with transport error. Cmd included.
0x4B ISCSI_ERR10 OCB failed because data direction specified from device is different from
IOCB. Cmd included.
0x4C ISCSI_ERR6 IOCB failed because Queue full. Cmd included.
0x4D ISCSI_ERRI3 IOCB failed because device at DDB dev index changed. Cmd included.
Ox4E ISCSI_ERR10 IOCB failed because device indicated the device has a duplicate tag. Cmd
included.
Ox4F ISCSI_ERR6 IOCB failed with unknown error status, cmd included.
0x51 ISCSI_ERR6 Could not issue Cancel for above failing a command which has not received
an interrupt. dev_info information is included.
0x60 ISCSI_ERR4 or Call to adapter driver's output entry point failed to accept a control element
ISCSI_ERR6 for SCSI command. The return code is included. cmd element included
0x61 ISCSI_ERR4 or Call to adapter driver's output entry point failed to accept a cancel control
ISCSI_ERR6 element. The return code is included. cmd element included
0x62 ISCSI_ERR4 or Output routine failed to accept target reset or a device. The return code is
ISCSI_ERR6 included. target_info information included.
0x63 ISCSI_ERR4 or Output routine failed to accept LUN reset for a device. The return code is
ISCSI_ERR6 included. dev_info information included.
0x64 ISCSI_ERR4 or Output routine failed to accept Abort Task Set for a device. The return code is
ISCSI_ERR6 included. dev_info information included.
0x65 ISCSI_ERR4 or Output routine failed to accept Clear ACA for a device. The return code is
ISCSI_ERR6 included. dev_info information included.
0x66 ISCSI_ERR4 or Output routine failed to accept Marker for a device. The return code is
ISCSI_ERR6 included dev_info information included.
0x67 ISCSI_ERR4 or Output routine failed to accept normal Passthru IOCB for a device. The return
ISCSI_ERR6 code is included. command is included
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Table 11. Error number values (continued)

Error Number

Error Template

Description of Error

0x70 ISCSI_ERR2 Timed out waiting for either link to come up or DHCP server to restablish our
lease. The rc fields indicates which of these two is the case.
0x71 ISCSI_ERR2 Timed out waiting for the adapter to resume.
0x80 ISCSI_ERR6 Ioctl issue task management command failed from adapter driver returned
error. cmd included.
0x81 ISCSI_ERR6 Ioctl issue task management command failed. emd included.
0x82 ISCSI_ERRG non-Joctl issued task management command failed from adapter driver
returned error. cmd included.
0x83 ISCSI_ERR6 non-Joctl issued task management command failed. cmd included.
0x84 ISCSI_ERR6 Unknown task management command failed. cmd included.
0x85 ISCSI_ERRG Unknown task management command completed. cmd included.
0x86 ISCSI_ERR6 Unable to cancel task management command.
0x87 ISCSI_ERRG Unknown task management command timed-out.
0x90 ISCSI_ERR6 Unknown Passthru IOCB completion status returned.
0x91 ISCSI_ERRG Only displayed with debug driver . Passthru IOCB issued from ioctl failed.
0x92 ISCSI_ERR6 Passthru IOCB not-issued from ioctl failed.
0x93 ISCSI_ERR2 Cancel (Internal Lun Reset) failed.
0x94 ISCSI_ERR6 Cancel completed but has no device associated
0x95 ISCSI_ERR10 Adapter detected underrun/overrun
0x96 ISCSI_ERR13 Async PDU with autosense data received.
0x97 ISCSI_ERR1