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Preface

Scope and Audience of this Manual

Bull System Manager is the Bull product for managing Bull platforms. Administration
environments can include different platforms from the NovaScale Series, Express 5800
Series or Escala Series servers.

In order to monitor a specific environment, Bull System Manager configuration must be
customized. This manual explains how, as Administrator you can perform configuration
tasks.

Note

Configuration tasks may only be performed by Administrators.

Using this Manual

For a conceptual approach to Bull System Manager, read Chapter 1 Introduction.

If you are configuring Bull System Manager for the first time, read Chapter 2 Configuration
Overview. This chapter helps you to identify the configuration tasks that have to be
performed and explains where to find detailed information about these tasks.

Chapter 3 to Chapter 10 describe how to configure Bull System Manager monitoring
elements (Hosts, Hostgroups, Hardware Manager, Virtualization Managern Storage
Manager, Supervision, Event Reception, Performance Indicators, Event Handler,
Notifications, Views, Maps, Focus Pane).

These chapters provide detailed information about all resource properties as well as
concrete examples to help you customize your environment (Adding Hosts, Creating
Hostgroups, Modifying Service Parameters, Organizing Views, Creating Maps, Specifying
the Focus Pane, ).

Chapter 11 Customizing the Bull System Manager Console describes how to customize the
Bull System Manager Console.

Chapter 12 Configuring Local Settings describes how to configure environment and tasks
on the local server.

Chapter 13 Configuring Global Settings describes how to set a distributed solution.
Appendix A Predefined Categories and Services contains reference information about

categories and services.

Appendix B Generated Categories and Services lists the generated services with the
corresponding host or manager Topology edition page.

Appendix C Check Commands for Customizable Services describes the usage of the
Nagios check commands by customizable services.

Appendix D Administration Commands describes some useful commands.

Appendix E SSH Configuration describes the SSH configuration specific to BSM
Applications.
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Related Information

Bull System Manager Documentation

In this guide, we assume that Bull System Manager is fully installed. If you need
information about installation, please refer to the Bull System Manager Installation
Guide (Ref. 86 A2 54FA).

The Bull System Manager GUI (Graphical User Interface) is not described in the
present guide. For information about the GUI and the way to use it, please refer to the
Bull System Manager User’s Guide (Ref. 86 A2 55FA).

The Hardware Management CLI provides an easy Command Line Interface (CLI) for
remote hardware management. For information about the CLI please refer to the
Remote Hardware Management CLI Reference Manual (Ref. 86 A2 58FA).

Restrictions and well-known problems are described in the associated Release Notes
document (Ref. 86 A2 57FA).

Other documentation

Highlighting

Xvi

NovaScale Blade Chassis Management Module Installation and User’s Guide
Ref. 86 AT 12EM).

Getting Started with Intel Server Management (ISM).

Management Workstation Application ([MWA| guide on the NEC EXPRESSBUILDER
CD-ROM (to configure NEC Express 5800 Series Servers).

The following highlighting conventions are used in this book:

Bold

Identifies commands, keywords, files, structures, directories,
and other items whose names are predefined by the system.
Also identifies graphical objects such as buttons, labels and
icons that the user selects.

Italics Identifies chapters, sections, paragraphs and book names to

which the reader must refer for details.

Monospace Identifies examples of specific data values, examples of text

similar to what you might see displayed messages from the
system, or information you should actually type.
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Chapter 1. Introduction

1.1 Bull System Manager Overview

Bull System Manager (BSM) is the Bull product for managing Bull platforms. Administration
environments can include different platforms from the NovaScale Series, Express 5800
Series, Escala Series servers or external devices like disks bays or switchs.

1.1.1 Components

BSM consists of three main components that can be deployed on Windows and Linux
systems:

Management Server
Management Console
Management Agent

Management Server

Provides the infrastructure and services responsible for the collection and utilization of
operation data. Management Server must be installed on the server dedicated to
management.

Management Console
Provides third-party management tools for the end-user station running the Bull System
Manager console Web GUI.

Management Agent
Provides instrumentation and administration tools for monitored servers. Management
Agent must be installed on each server that you want to monitor.

Additional extensions are also available in order to;

extend Bull System Manager monitoring with more specific links to third-party
management tools for specific devices and/or specific system functionalities.

extend server functionalities as NDOutils that allows you to store all the Nagios status
information in a MySQL database.

1.1.2 Distribution

You can set a distributed solution by joining multiple Bull System Manager Servers using
the database provide by the NDOutils extension to allow them to share information,
available through a Global Console.

To set a distributed solution, you have to install the NDOutils extension on each server, then
choose one of them, identified as the central node, to host the centralized database and
configure the others, the secondary nodes, to link the remote database.

Chapter 1. Introduction 1



1.2

2

Solution with more than one central node is not supported.

There is no global BSM configuration tool. Each BSM server node uses its own local BSM
configuration tool.

Each BSM server node collects information associated to its configured hosts list and stores
them in a centralized repository. The BSM global console uses this repository to show all
the information of all node servers.

Bull System Manager Concepts

Bull System Manager is a System Management product, which can be used in the
following functional domains: Monitoring, Inventory, Reporting and Remote Operation.

Bull System Manager monitoring ensures the following tasks:

e Monitoring Bull machines: Bull System Manager checks if these hosts are accessible,
using the ping command from the System Manager. The machines to be monitored are
either explicitly specified by the administrator or selected by a discovery mechanism.

e Monitoring specific elements of the operating system, services and Internet such as
CPU load, memory usage, disk usage, number of users, processes and service
execution, hitp and ftp services.

You can define status thresholds (OK, WARNING, CRITICAL, UNKNOWN) for each
monitoring element. When an anomaly occurs or when normal status is recovered,
alerts (in a log file) and notifications (by e-mail, by Bull autocall and/or by SNMP trap)
are generated.

e Bull System Manager allows you to group monitored hosts into entities reflecting your
environment so that you can easily identify an anomaly on these entities.

e Bull System Manager allows you to group instanciated services into specific functional

domains so that you can display monitoring information for a functional domain only.

Bull System Manager Inventory allows to display hardware and software information of the
host. This function requires the installation of the BSM agent on the monitored host.

Bull System Manager Reporting offers the ability to draw graphs to follow the evolution of
numeric indicators.

Bull System Manager Remote Operation allows to execute actions on host via the OS or via
a Hardware Management tool.
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1.2.1 Topology Elements

The Host is the main resource to be monitored. The administrator has to define host
properties (Operating System, Model, Notification properties, efc) for all the hosts in the
configuration.

See Configuring Hosts, on page 25, for a complete description of host properties.

A Hostgroup allows you to structure hosts in logical entities reflecting your environment.
Hostgroup statistics collect the Hostgroup element status. For each Hostgroup, you can
define a Contactgroup that will be notified of events occurring on each host in the
Hostgroup.

See Configuring Hostgroups, on page 68, for a complete description of Hostgroup
properties.

A Platform is a particular Hostgroup defined to represent a common set of hosts from the
same series. For instance, a NovaScale 6xx0 server might contain one or more hosts.
See Platforms, on page 69 for details.

A Virtualization Platform is a particular Hostgroup defined to represent a set of virtual
machines. For instance, the Escala servers are commonly represented as virtualization
platform grouping the logical partitions

See Platforms, on page 69 for defails.

Note NovaScale 5000 & 6000 series hosts are known as domains.

1.2.2 Monitoring

A Service (or monitoring service) defines how specific host elements are monitored. A
service can be defined for all hosts or for a list of hosts, depending on the OS (Windows,
Linux, AIX or any) and/or on the model. Notification properties are defined for each
service.

Services are organized into monitoring categories. For instance, the SystemLoad category
includes the CPU and Memory services for a Windows host.

See Configuring Supervision, on page 81 and Predefined Categories and Services, for a
complete description of the services and categories.

1.2.3 Event Reception
Bull System Manager can receive SNMP traps from any SNMP agent. SNMP traps enable

an agent to notify the Bull System Manager server of significant events via an unsolicited

SNMP message. SNMP Traps must be defined in a MIB (Management Information Base).

See Configuring Supervision Event Reception, on page 149 for details.
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1.2.4 Notifications

Bull System Manager can send notifications when events occur on a monitoring element
(for example alerts or recoveries). Three types of notification are available: by e-mail, by
Bull autocall and/or by SNMP trap.

Notification by E-mail

A Mail server is needed to relay e-mails. Its configuration is different on Windows and
Linux platforms.
E-mail notifications are sent to all the Contacts in a Contactgroup.

See Contacts, on page 175 and Contactgroups, on page 176, for a description of Contact
and Contactgroup properties.

Notification by Bull Autocall

Autocall server configuration is required to define the GTS server that will relay autocalls to
the Bull maintenance site.

Notification by SNMP Trap
SNMP manager configuration is required to define SNMP trap receivers.

See Configuring Notifications, on page 173, for details about these different types of
notification.

1.2.5 Event Handling

Bull System Manager can execute commands when status changes for a monitoring
element. These commands are executed locally on the Bull System Manager server.

See Configuring Event Handler, on page 167, for details about these different types of
notification.

1.2.6 Hardware Manager
A Hardware Manager manages hardware for one or a set of servers.

See Configuring a Hardwa, on page 73 for a description of Hardware Manager
properties.

1.2.7 Virtudlization Manager
A Virtualization Manager manages the virtual elements of a Virtualization platform.

See Configuring a Virtualization Manager, on page 77 for a description of Vrtualization
Manager properties.
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1.2.8

1.2.9

1.2.10

1.2.11

1.2.12

Storage Manager

A Storage Manager manages storage for one or a set of servers.

See Configuring a Storage Manager on page 75, for a description of Storage Manager
properties.

Views

The Management Tree part of the Bull System Manager Console represents monitored hosts
through different views. Views differ only in the way they display hosts, but their objective
is always the same: to present host status and monitoring services..

Maps

As an alternative to Management Tree views, the Bull System Manager Console offers a
map representation of hostgroups located at specified positions (x,y) and animated
according to their status. A zoom on a hostgroup displays the associated hosts with their
status.

See Specifying Maps, on page 189, for details.

Focus Pane

The Bull System Manager Console allows you to display very important services (with their
status) in a separate pane named Focus Pane.

See Specifying the Focus Pane, on page 192, for details.

Performance Indicators

Performance indicators are used as long-term counters. Counters reflect specific functional
qualities. Indicators may be collected either using the SNMP protocol or from Bull System
Manager monitoring data.

See Configuring Performance Indicators, on page 153, for a description of indicator
properties.

An export mechanism is provided for these indicators. A Periodic Task can be configured
to generate a daily repository file for each indicator.

See Export daily information of a perf_indic, on page 162 for a description of the periodic
task properties.

Associated to this daily files generation, a Nagios plugin can be used to notify by mail the
content of these files.

See Monitor and Notify by Mail the daily information of a perf_indic, on page 164 for a
description of the plugin properties.
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1.3

Configuration Architecture

The configuration of Bull System Manager is based on a client-server architecture:
e A WEB GUI based on PHP technologies.

e A common repository on the Bull System Manager server host, which contains two
types of configuration information:

—  Predefined resources (default configuration)
- Customized resources (resources that the administrator has added or modified).

e Generation tools to check the configuration and to generate configuration data for the
Bull System Manager Console Management, monitoring services (Nagios) and
reporting services (MRTG).

Note  The configuration of Bull System Manager is already performed on BSM server host. In
case of distributed solution, each server manages its local configuration and publishes it to
a centralized database (CMDB), allowing each server to access all data.

The following figure represents this architecture:

Legend :
Remote  configuration console e = 5 load or' and save = link
=« call or actions link
v

carhe - temporary  confliguration infermation

Figure 1-1.  Configuration architecture

Note  The configuration GUI is based on PHP scripts. Consequently, the GUI requires a web
server running PHP.
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Chapter 2. Configuration Overview

Configuring Bull System Manager consists mainly in:
e specifying the parameters required for monitoring tasks
e specifying the performance indicators that will be displayed for reporting

e customizing the Bull System Manager Console to define new applications, the default
view, the maps and the focus pane.

e customizing the Bull System Manager functionalities and users,
e if needed, specifying the Bull System Manager components for distributed solution.

Most configuration tasks are performed via the Bull System Manager Configuration GUI
(Graphical User Interface).

2.1 Default Configuration

At installation time, Bull System Manager is configured as follows:
o Default categories and their associated monitoring checks (services) are available.
e No default Reporting indicator is defined.

e The mgtadmins Contactgroup and the manager Contact are defined for mail
notifications.

e The host on which Bull System Manager server is installed is configured as a host to
monitor. The BSM Hostgroup is created, containing the Bull System Manager server
host.

e The default_map map is configured with the BSM Hostgroup.

2.2  Configuration Tasks

As administrator, you must specify the hosts to monitor. See Configuring Hosts on page 25.

If required, you can then modify default configuration as follows:

e Definition of new Contacts and Contactgroups that will be notified of any anomaly or
recovery on a monitoring element.
See Contacts, on page 175 and Contactgroups, on page 176.

o Definition of the hardware managers that manage host hardware
See Configuring a Hardwa, on page 73.

o Definition of the storage managers that manage host storage.
See Configuring a Storage Manager, on page 75.

o Definition of the virtualization managers that manage virtual machines.See
Configuring a Virtualization Manager, on page 77.

o Definition of Hostgroups (collections of hosts).
See Configuring Hostgroups, on page 68.
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o  Customization of categories and monitoring services.
See Configuring Supervision, on page 81, for a description of general monitoring
configuration procedures:

—  Restriction of the monitoring of some services to particular hosts.
See Customizing the List of Monitored Hosts, on page 105.

—  Definition of new resources to monitor. For examples see:
Customizing Windows Services, on page 109
Customizing Linux or AIX Services, on page 111
Customizing URL Access, on page 113.

—  Definition of specific monitoring properties (thresholds, check period, check
interval...) for certain services and for different hosts

For examples see:
Customizing the Notification Period, on page 105
Customizing Thresholds, on page 107.

o Definition of Servigroups (collections of services).
See Configuring Servicegroups, on page 117 .

e Configuration of the notification elements.
See Configuring Notifications, on page 173.

e Creation of important Reporting performance indicators.
See Configuring Performance Indicators, on page 153.

o Definition of BSM components for distributed solution.
See Configuring Global Settings, on page 201.

2.3 Customization Tasks

Customizing the Bull System Manager Console consists in the following tasks:

o Definition of the users allowed to access the Bull System Manager Console (name and
role/profile, typically Administrator and Operator).
See Configuring Users & Roles, on page 195.

e Specification of the applications that can be launched from the Console Application
Bar (for example an external web URL or any local command).
See Specifying Applications, on page 186 .

e Choice of the default view that will be loaded in the Console Management Tree.

See Choosing the Default View, on page 188 .

e Creation of the maps where hostgroups (with their status) are displayed at specified
positions on a background image in the Bull System Manager Console.
See Specifying Maps, on page 189.

e Specification of the focus pane, to display very important services (with their status) in
the Bull System Manager Console.
See Specifying the Focus Pane, on page 192.
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2.4  Configuration GUI

Bull System Manager provides a GUI to perform the main configuration tasks.

2.4.1 Starting the Configuration GUI

To start the Configuration GUI, you can either:

e From the Bull System Manager Console, click the #% icon representing the
Configuration GUI in the Administration zone (top right).

e Or click the Configuration link on the Bull System Manager Home Page, URL:
http://<Bull System Manager server name>:<http_port>/BSM.

Note  The GUI runs with either with Internet Explorer (V é or later) or Mozilla (V 1.5 or later).

When the GUI is launched, an authentication dialog is displayed.

Connect to 129.182.6.193 : ed

The server 129,182.6.193 at Bull System Manager
Configuration Authentication Access requires a username and

password,
Lser narme: Iﬂ bemadri j
Passward: | T Y

[ Remember my password

(0] 4 I Cancel

Figure 2-1.  Authenticating the Bull System Manager configuration user

Authenticated users are specific Apache users (not system users). Users called bsmadm
(password bsmadm), nagios (password nagios) and guest (password guest) are created
when the Bull System Manager Server is installed.

Each user is associated with a Role: Administrator or Operator. The Administrator role has
write access to the configuration; the Operator role has only read access.

bsmadm and nagios users are automatically declared as Bull System Manager
Administrator. The guest user is automatically declared as a Bull System Manager
Operator.

Note  See Configuring Users & Roles, on page 195 for details.
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10

Bull System Manager Configuration starts and displays the GUI home page as shown in the
following figure:

teload E Logout Q Help

Third-Party Application  Supervision Console Local Settings  Global Settings read/write access i

Topology

Hosts Defin

Bull Systermie

M

Figure 2-2. Bull System Manager Configuration home page

The Title Bar gives access to the following buttons and tabs:

Buttons
Help For access to generic help.
Save & Reload To apply current modifications to the Bull System Manager
server.
Logout To exit from the BSM Configuration GUI
Tabs
Topology For topology configuration (hosts, hostgroups ...).

Third-Party Application For the customization of elements related to third party
applications like JoNAs. This tab is available only if an
application addOns is installed.

Supervision For the configuration of supervision elements (services,
notification ...).

Console For the customization of applications, views, maps, focus
pane.

LocalSettings For the configuration of features of the local BSM server
and users.
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Global Settings For the configuration of features relative to the distributed
solution. This tab is available only if the NDOutils server

extension is installed.

AWARNING:

Launching BSM Configuration GUI by typing the URL or using bookmarked URL is not
supported.

2.4.2 Topology Configuration

Select the Topology tab. Figure 2-2 is displayed.

To view the Host Definition submenu level, click the corresponding item to expand it. The

following display appears:

Third-Party Application  Supervision Console Local Settings | Global Settings readfwrite access i

Topology
Hosts Definition

Bull System :

M

Groups Definition

Managers Definition

Figure 2-3. Bull System Manager Topology Host Definition submenu

The Menu Bar gives access to the following functions:

Hosts Definition to configure Hosts.
Groups Definition to configure Hostgroups and Clusters
Managers Definition to configure Hardware, Storage or Virtualization managers.

2.4.3 Third-Party Application Configuration

This tab is available only if Add-ons are installed.
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2.4.4 Supervision Configuration

Select the Supervision tab. The following display appears:

Topology Third-Party Application Console Local Settings  Global Settings read/write access i

Supervision

Manitoring

Bull Systen ‘

EventReception

Reporting

Figure 2-4. Bull System Manager Supervision configuration

The Menu Bar gives access to the following functions:

Monitoring to customize categories, services and topology element supervision
features (nofification ...).

EventReception to configure the event reception mechanism (SNMP mibs integration,
SNMP Trap receiver control).

Reporting to configure performance indicators.

Notification to configure mail notifications (contacts, Contactgroups and mail
server), SNMP notifications to SNMP applications and autocall
notifications for maintenance purposes.

EventHandler to configure the handler.
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2.4.5 Console Customization

Select the Console tab. The following display appears:

Topology Third-Farty Application  Supervision Local Settings  Global Settings read/write access i

Consele

Bull System nw

Focus Area

Figure 2-5. Bull System Manager Console customization home page

The Menu Bar gives access to the following functions:

Applications Bar  to add applications to the left toolbar of the Console.

Views to configure the default view that is displayed when the Console is
started.

Maps to configure maps shown in the Bull System Manager Console.

Focus Area to specify very important services displayed (with their status) in this

area of the Bull System Manager Console.
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2.4.6 LocalSettings Configuration

Select the LocalSettings tab. The following display appears:

Topology Third-Party Application  Supervision Console Global Settings read/write access i

Local Settings

Functionalities

Bull Systeme . w

Figure 2-6. Bull System Manager LocalSettings configuration home page

The Menu Bar gives access to the following functions:

BSM Server to set BSM server properties used by agent part.
Users to configure users and roles (user profiles).
Functionnalities: to configure BSM functional features.

2.4.7 Global Settings

Select the GlobalSettings tab. The following display appears:

" Topology  Third-Party Application  Supervision Console  Local Settings read/write access i

Global Settings

Global Console

Bull Syster ﬂ

Figure 2-7. Bull System Manager GlobalSettings configuration home page.

The Menu bar gives access to the following functions:

Global Console to set the port number of the global console
NDOutils to set the properties of the server hosting the common NDOutils
database.
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2.5  Concurrent Access to the Configuration GUI

Configuration item sharing is based on read/write access and read only access rules.
When the GUI is launched, a test is performed to establish whether you are the first user or
not. If you are the first user, you have read/write access to the configuration. This means
that you will be able to read and modify the configuration and all buttons are enabled. This

status is indicated by a read/write access message on the screen and access to the Save &
Reload in the Title Bar.

Supervision  Comsole  Local Setlings  Global Settings L read'wriie acoess i

Managers Definition

Figure 2-8. GUI with “read/write access”

If your previous session has not been deleted, a message is displayed as shown in the
following figure:

You have already a session connected !

An active session already exists at 129.182.6.193.

Check if you still have the browser for this active session apen.

If not, you can terminate the existing session and start a new one.
Beware, all modifications not registered will be |ost

To do so, click on 'Start Mew Session'

Start Hew Session

Figure 2-9. Session message

You can remove the previous session and start a new session by clicking the Start New
Session button, else exit from the browser.
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& mportant:

If you are not the first user to launch the GUI, a message indicates that another user is
connected (the message gives the user’s IP address) and you have read only access to the
configuration. This means that you can only read the configuration, and all editable buttons
are disabled. (Note that it is also the case, if you have an Operator role). This status is
indicated by a read only access message on the screen and no access fo the Save &
Reload button.

Third Perty Applicetion  Supervsion Console  Locel Seftings  Global Seftings read only access i

Tepology Wel
elcome

s Definitlon

Thare is already 1 cliord (129182 6 57) conneciod to the Configuration taol
Yiou have ondy read sctess for e whole seseion

Figure 2-10. GUI with “read only access”

. r"‘ . . . . . .
Click the w14 icon to display information about currently active sessions.
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Sessions information

Mumber of sessions

Current client

Lock

Topaology or Supervision configuration
Conzole configuration

Reporting configuration
GlobalSettings configuration

1

1291826193

taken by client 123.152.6.193
unchanged

unchanged

unchanged

unchanged

configuration.

YOU HAYE THE EXCLUSIVE LOCK: vou can make modifications and save the

AddOns information

Li=t of installed server Add-Ons
Bull System Manager Add-on for Whilweare ESX 1.1 2
Bull Systemn Manager Add-on for Whiweare Vidual Center 1.1 .2

Figure 2-11. Sessions Information

The "Sessions information" page displays details about the active sessions and the current

modifications. Modifications are organized in four domains (Topology or Supervision,

Console, Reporting and GlobalSetting) but one domain modification can silently trigger a

modification in an other domain. For instance, when you configure a complex server,

reporting indicators can be automatically generated, activating the Reporting modification
flag or change in the BsmServer properties that automatically updates the host, leading to

Topology modification.

Note

AddOn informations is list below the Session information. To get detailed about BSM
Server Add-ons, refer to the BSM Server Add-ons Installation and Administration Guide

(86 A2 59FA).

Chapter 2. Configuration Overview
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From the Sessions information window, if you have read only access, you can obtain
read/write access by clicking the Get Lock button. After confirmation, you will be
authorized to modify Bull System Manager configuration while the other client will be
restricted to read only access.

Sessions information

Mumber of sessions 2

Current client 1291526193

Lock taken by client 129.152.6.193
honitoring configuration unchanged

Conzole configuration unchanged

Reporting configuration unchanged

Globalzettings configuration unchanged

YOU HAYE THE EXCLUSIVE LOCK: vou can make modifications and =ave the
configuration.

Figure 2-12. Force Lock information

A WARNING

This procedure must be used only when the previous read/write session cannot be closed
by the normal procedure.
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2.6

2.6.1

Main Configuration Steps

Perform the following steps to modify the default configuration:
1. Start the BSM Configuration GUI (see Starting the Configuration GUI, on page 9).

2. Select either Topology, Third-Party Application, Supervision, Console, Local Settings or
GlobalSettings tab, according to configuration needs.

3. Click the type of resource you need to configure. Bull System Manager displays all the
configured resources of this type.

4. Create, edit or delete the resources to configure.
5. Save and reload the configuration on the Bull System Manager server part

This section continues by describing the Create/Edit/Delete and Save&Reload steps, which
are common fo all resources. Non-common steps are described in specific chapters.

Create / Edit / Delete Resources

When you click a link in the Menu bar, a new display appears, showing all resources of
this type with their main properties. For example, when you click the Other Hosts link under
the Topology tab, the following display appears:

Tepology

other Hosts

Hosts Definition

Help on other Hasts

name d ode nethlame
Edil | FRCLS1T04 - System Management Server other FRCLS1704 wrincows
Edit | frcls0440 frolhbull fr - Microsoft Windows 2003 Server or XP SP2 other 128.182.6.143 | windows
Edit | frcls0648 frolhbull fr - Linux 2.4.0 - 2.5.20|Linwx 2.4.27 or D-Link DEL-500T (running linux 2.4) | other 128182643 | linux
Edit | frcls2681 frolhbull fr - Linux 2.4.7 - 2611 other 1281826830 | linux
Edit | frcls3104 fr ad bullnet | - Microsoft Windows 2003 Server, 2003 Server SP1 or ¥P Pro SP2 other 12801826838 | windows
Edit | frcls4840 fr ad bull net | - Linux 2.4.7 - 2611 other 128182.6.150 | linux
Edit | frcls5201 frolhbull fr - Linux 2.4.7 - 2611 other 1281826855 | linux
Edit | frcls6260 frolhbull fr - Linux 2.4.7 - 2611 other 1281826833 | linux

Figure 2-13. Hosts page — (example)

For almost all resource types, with read / write access, you can:
e Create a new resource of the same type by clicking the New button.

e Edit or delete a resource using the Edit link.
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When you click the Edit link, the following display appears with all resource properties:

Name I I Select |

description I

mocel other

netwark name I

Selected Hosts All Hosts
B260 ]

arents w= Add BLADE#D1
i _I chazsizds_Chikd
_Remove == | cist7a

swwitchl ;I
= tamily I ather vI

05 infa |

Figure 2-14. Host properties - example

Mandatory properties are identified by a red mark.

Make required changes, then:

e Click OK to validate your edition.

e Or click Cancel to return to the resources page without changes.

e Or click Delete to remove the resource. This operation requires confirmation.

As described in Chapter 1. Infroduction, system resources are linked. Links are displayed
below the form edit, as shown in the following figure:

NS 5005 series Server

This host can only be deleted from the meny
Topologw Hosts DefinitionNovaScale hosts NESS005,

NEme I charlydl

description I.-'J-.utu:umaticall';.f crested for the NS 5005 platform.
mociel ME 3005 zeries

netwvork name [172.31.50.90

O family m

05 info |

Edit Supervision Propetties

‘fameptf'-object: charlyd

Figure 2-15. Object links
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Notes

Service defined for all hosts (hostlist *) is not displayed in link part.
An object with links cannot be deleted except if the link is to the platform concerned.

Some modifications cannot be made due to the link to another object. For example,
the OS of a host with a link to a specific Linux OS service cannot be modified.

2.6.2

Save and Reload

To check and validate the modifications made to the configuration, click Save & Reload in
the Title Bar.

Note

The Save & Reload operation can be called independently of configuration context
(Topolology tabl,Supervisions tab, ...) and independently of configuration history (for
example Topology changes then Console changes, or only Topology changes, or Console
changes then Supervision changes, and so on.

The Save & Reload operation requires confirmation.
After confirmation, Save & Reload performs the following steps:

1.

It verifies which part of the configuration has been modified in order to select
corresponding configuration actions.

It saves the configuration in the files used by Bull System Manager Configuration.
These files will be loaded in the next session of Bull System Manager Configuration.

It checks the consistency of the new configuration and generates the internal files used
for the monitoring and/or reporting and/or the Console.

If required, it restarts the monitoring and/or the reporting processes, if no semantic
error was found in the previous step.

Note

Semantic warnings have consequences on the monitored element list (generally, an
incorrectly configured element will be ignored) but they do not prevent the reload process
for correctly configured elements.
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The result of each step appears in a return window in the WEB page. Incorrect results of
the semantic check phase appear in orange (warnings) and in red (errors), as shown in the
following figure:

Save & Reload Configuration
| ok |

Saving Conzole objects (Users & roles, ) into Bull System Manager Configuration ..
Saving applicationbar objects into Bull System Manager Configuration ..

..Done.
Saving Monitoring objects (hosts services contacts|.) into Bull System Manager Configuration ...

..Done.

Relosd Configuration for monitoring is started ...

Please, wait ...
Saving Reporting objects (Indicators) into Bull System Manager Configuration ..

..Daone.

Running Topology configueation check..

— GenConfig LOG file: check Config. jon. b done

Running Topology configyeation generation.. done

Starting Buli Systerm Manager SNMP Traps forwarder. done
Starting Bull System Manager snmptrapd. done

Running Buii Syster Manager nagios configuration check.. done
Reloading Ball Systerm Manager nagios configuration.. done
Save £Refoad compliated.

Click on OF button to continge.

|{Re}5‘tam'ng Buil Systerm Manager MRTE service. done

Figure 2-16. Save & Reload Configuration report

To return to the home page, click OK.
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To get details about semantic problems, click the checkConfig.log.txt link. A new display

appears showing the checkConfig.log.ixt textual file:

Contactgroups definitions from: contact list.cfy
ContactGroup: mgt—admins
Contacts definitions frowm: contactlInt list.cfy
Contact: none
Contactgroups definitions from: contactlInt_list.cfg
ContactGroup: none
AUTOCALL SERWVEER, MAIL 3ERVER, SNMF Managers
Autocalls definitions from: sutocall listc.efg
Contacts definitions from: autocall list.efy
Contact: mwalntenance
Contactgroups definitions from: autocall list.cfg
ContactGroup: myt-maintenance
SNHP managers definitions from: smmpmanager list.cfg
Contacts definitions from: smmpmwanager list.cfg
Contact: admin-3NMP
Contactgroups definitions from: smpmanager list.cfg
ContactGroup: mgt—2NMP
Mail server definitions from: mail_list.cfg
SNNFP mibs
SNHMP MIB= definitions from: mibs list.cfg
SNMP MIE: PAMEventtrap.mib
SNMP MIE: hasebrd5 wl.mib
SNHP MIE: hasebrdb wva.mib
INMP NIB: mmalert.mib
SHMP MIE: bmclanpet.rmib
SNMP MIE: SmSrnrp.wib
HOSTS
Hosts definitions from: host list.cfy
add host FRCLZ31704, System Management Server
* WARNIMNG: EBad network nastee 'plmiz2' for the host: plmiz2
add host plmiz2, CEC (automatically generated by HMC) .
* WARNMIMNG: Bad network nsge 'plmi=zl' for the host: plmizl
add host plmi=sl, CEC (automatically generated by HMC) .

add host PLZSOR WViolette, Escala PL server [sutomatically generated by HHC) .

* WARNING: Bad network name 'PLZ50R- Wermillon' for the host: PLZSOR- Vermillon
add host PLZSOR- WVermillon, CEC [(asutomwatically generated by HHC).
add host staix3sS, N/L

add host lparl, Escala logical partition (automatically generated by HMC LPAR)
add host lparzZ, Escala logical partition (automatically generated by HMC LPAR)
add host galilei, Escala logical partition (automatically generated with IVH LPAR)

add host frelszeSl.frel.bull.fr, Linux 2.4.7 - 2.6.11

Figure 2-17. Save & Reload - Configuration detailed report
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2.6.3 Logout

To logout from the BSM Configuration, click the logout button .
The logout action requires confirmation:

If some modifications have not been saved, the following page is displayed:

Logout

Some modifications are not saved.

Click Sawe to "Save & Reload the configuration” befare exit.
Click Exit to Exit without apply the modifications.
Click Cancel to return ta the main Configurstion interface

Figure 2-18. Logout — Unsaved modifications

If all modifications have been save, the following page is displayed:

Logout

Are you sure you want to quit the Configuration Application?

Figure 2-19. Logout — No modifications
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Chapter 3. Configuring Topology

This chapter explains how to define Hosts, Hostgroups and Managers in a Bull System
Manager configuration.

Notes

The following characters are not supported in any text fields:
[1 brackets,
= equal sign,
; semicolon
¢ commas
space

The following label names MUST be different from the following strings which are
reserved keys or formats:

’*<string>"’,

’none”’,

7”I<string>”

auto”

“<string>_CMM”

“<string>_PAM”

“<string>_mgr”’

“<string>_ HNMaster”

(Where <string> may be any string).

3.1 Configuring Hosts

The Host is the main resource monitored in the Bull System Manager application. From the
Bull System Manager Console Hosts view, all configured Hosts are displayed with their
status.

At installation time, the host where Bull System Manager server is installed is configured as
a host to monitor. As administrator, you must specify the other hosts to monitor.

Bull System Manager can monitor several host models:

NovaScale Series server hosts (NovaScale menu)
Blade server hosts (Blade menu)

Escala server hosts (Escala menu)

Storage system hosts (StoreWay menu)

Device hosts (Device menu)

Virtual system hosts (Virtualization menu)

Other hosts (Other hosts menu).
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Note  The StoreWay and Virtualization menus are available only if the corresponding Add-ons

are installed. Host configuration for these specific hosts is not described here. Refer to the
Bull System Manager Server Add-ons Installation and Administrator's Guide (86 A2 59FA).

Host configuration, independently of NovaScale, Escala, Device, StoreWay or
Virtualization models, can be performed either by using a Discovery mechanism or the
Other Hosts link. Hosts configured this way are identified only by their OS and IP
attributes.

Host configuration with a given model is performed by using the corresponding link in the
NovaScale, Blade, Escala, Device, StoreWay or Virtualization menus. Hosts configured
this way are also identified by their hardware, storage or virtualization attributes. Once a
host is configured with a given model, its name and its model cannot be changed.

Note  The configuration of supervision hosts is performed from the Supervision domain.

3.1.1 Using Host Discovery

If there are several hosts to be monitored, you can request the automatic discovery of
subnet hosts.

Properties such as name, OS info and OS family are set automatically. If required, you can
then set other host properties (model, notification) for certain hosts.

The host discovery mechanism is based on the NMAP Open Source product, which is a
network exploration tool. When Bull System Manager server is installed on a Windows
server, NMAP software is provided. When Bull System Manager server is installed on a
Linux server, you must install the NMAP rpm from the distribution CDs.

Click the Host Discovery button to open the Host Discovery pane (Figure 3-1).

IP Discovery

Dizcover

sl [129.182.6.30-150
specification

Host specification may be a single hostname, a single IP address or a range of [P
addreszes.

Single hostname aor IP address may be ; frol3534 frelbull fr or 129.211 .33 .44
Range of IP addresses may he :

-129.152.6.18-35  discover hosts from 129152 6,15 until 129.1826.35

- 128182 6.15-35 54 65 dizcover hosts as above plus the 129.152.6.54 and the
129.182.6.65

-129.182 6. dizcover all hosts of the subnet 1291826

Figure 3-1. Specification of hosts to be discovered
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Set host specification properties, which can be a single hostname, a single IP address or a
range of IP addresses as explained in the displayed help.

All hosts meeting the specification, which are up and for which NMAP has recognized the
OS, are discovered and displayed (Figure 3-2). Moreover, the discovery mechanism
detects whether the Bull System Manager monitoring agent is running on each host.

IP Discovery

Digcovery of hosts of 129.182.6.30-150

I Fing monitoring for selected hasts without BSM agent Al 5 Cancel

v frels2681 frel bull fr linu: Linuwx 2.4.7 - 26.11 129152630 |no
- turing. frclbull fr linuz Linux 2.4.0 - 2.5 200Linux 2.4.27 or D-Link DSL-500T (running linux 2.4 12918263 |no
r shrimg. frel bl fr linue Linux 2.4.7 - 26.11 129182632 |no
|- frel=B260 frol bull fr linue: Linuxc 247 -2E611 129182633 |yes
r meniz.frelbull fr linuex Linux 247 - 2611 128182635 |no
2 frole3104 fr ad bull net windowes (Microsoft \Windows 2003 Server, 2003 Server SP1 or XP Pro SP2 129182638 |yes
r CLOGT 82,1t acd bull net wincowys |Microzoft Windows 2003 Server or XP SP2 129.182.640 (no
|- freless04 frol bull fr windowes |Microsoft Windows 2003 Server or ¥P SP2 129182641 |no
r fiarena . frolbull fr linuex Linux 247 - 2611 128182642 |no
- FRCLS1208 frcl bull fr windowes (Microsoft Windows Me, 2000 or XP 129182646 |no
- frols4206 hd2c.dom windowvs (Microsoft Windows Me, 2000 or XP 129182649 |no
[l frolsd620 el bl fr windowves |Microsoft Windows 2003 Server, 2003 Server SP1 or XP Pro SP2 129182650 |yes
= sundE1 frclbull fr ather Sun Solaris 2.6 - 8 (SPARC) 129182652 |no
- STELLA frol bl fr linuz Linux 2.4.0 - 2.5 20/Linux 2.4 27 or D-Link DSL-500T (running linux 2.4 129182653 |no
r frelzs201 frol bull fr linu Linuwx 2.4.7 - 26.11 129.182.6:55 [no
r FRCLS09S0 ezl bl net wrinchowys (Microsoft Windows 2003 Server, 2003 Server SP1 or XP Pro SP2 129182657 |no
|7 giovana.frelbull fr linwee Linuwx 2.4.7 - 2611 1291826558 |no
r chaberton frelbull fr linue Linux 247 - 2611 1281582664 |no
- pamela. frolbull fr linuz Linux 247 - 26.11 129182665 |no
— 1B Al 4.5.2.0-4.3.53.0 on an B RE#Microsoft Windows 2003 Server ar XP

Figure 3-2. Discovery result

Select all or some hosts to be monitored from the list. Then select Ping monitoring for the
selected hosts without the BSM agent option, if required. Finally, click Add Selected Hosts.
A new display appears (Figure 3-3).

Notes

e Ping Monitoring option
By default, if a host OS is recognized (Windows, AIX or Linux), Bull System Manager
monitors the OS aspects for this host (memory, cpu, logical disks or filesystems) using a
dialog with the Bull System Manager agent located on the host. If the Bull System
Manager agent is not installed, OS monitoring does not work and an UNKNOWN
status is generated for each corresponding service. When the Ping monitoring option
is selected, only ping monitoring will be performed. OS monitoring will not be
performed and Bull System Manager sets the OS to any.

e Windows server
If the Configuration GUI is launched from the URL http://localhost; 10080/BSM or
http://127.0.0.1:10080/BSM/, the IP Discovery returns no result.
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http://localhost;10080/BSM
http://127.0.0.1:10080/BSM/

|IP Discovery

I Feplace Sl el

Use Replace checkbox to replace already existing hosts.

Warning. Host named frolsG260 frol bull fr' already exists.
Warning. Host named frelss207 frolbull fr' already exists.

Host named "frelzd4 206 hod2e.dom' will be crested.
Host named “frelz4620 frelbull fr' will be created.

Figure 3-3. Replace and confirmation

Among the selected discovered hosts, some hosts may be new to the Bull System Manager
configuration, while others already exist. If the Replace option is checked, the discovered
hosts replace the already existing configured hosts.

In both cases, the new discovered hosts are added to the Bull System Manager
configuration when you click Confirm Add.

After Confirm Add is executed, the list of all configured hosts is displayed, showing the
new hosts (Figure 3-4).

other Hosts

Help on other Hasts

Edit | FRCLE1704 - System Management Server cther FRCLS1704 windows
Edit | charlyd_Pan ) ﬁ;ﬂ;}mmlcally created for the NS 5005 plstform (PAM other 17251 5050 | none

Edit | frclz0440 frclbul fr - Microzaft Windows 2003 Server ar XP P2 cther 1291526143 | windaowes
Eclt | frcls0B46 frelbulfr | - Linuee 2.4.0 - 2.5 20Linuee 2.4.27 ar D-Link DL-500T other | 129182643 | linux

- [running linux 2.41

Edit | frelz26841 frclbull i - Linux 2.4.7 - 2611 cther 129182630 | linwx

Edit | frclz3104.fr ad bullnet | - g'r'ﬁrgﬁgﬂ Windows 2003 Server, 2003 Server SP1or X o 1204182638 | windows
Edit | frels4206 hd2c dom - Microzoft Windows Me, 2000 or XP cther 129182649 | windowes
Edit | frolzd620 frclbull v | - r;'r'ﬁrgsgﬂ Windows 2003 Server, 2003 Server SP1or X 128482650 | windows
Edit | frel=45840 fr ad bull et | - Linux 247 - 2611 cther 1291826150 | linwx

Edit | frelz3201 frcl bul i - Linux 247 - 2611 cther 1291582655 | linux

Edit | frelzg260.frclbull it - Linux 2.4.7 - 2.6.11 cther 129152633 | linwx

Figure 3-4. List of all hosts (old and new)
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You can still set specific properties for some hosts if the default values are not satisfactory,
using the Edit link associated with each host. To set model, use the corresponding link in
the NovaScale, Blade, Escala, Device, StoreWay or Virtualization menus.

3.1.2 Defining NovaScale Hosts

3.1.2.1 NS NS5005&6000

NovaScale 5005 servers are usually housed in a module managed by the Platform &
Administration Manager (PAM).

To configure NovaScale 5005 hosts, expand the NovaScale menu under Host Definition
and select the NovaScale 500586000 item. The following page is displayed:

NS 5005 series

Help on WS S00S series

Mesae Plattorm

m
el
=

charly4 M= 5005 plstform charlyd_PARM
chatly 4wy

- frel=1111 not inked to & WS 5005 platform.

Figure 3-5. NovaScale NS5005 Servers main page

To configure a standalone NovaScale Blade NS5005, click the New Host button. This
action results in the display of a form edition similar to those of the Other Host edition.

To configure a NovaScale NS5005 platform, click the New Platform button.
To modify or delete a NovaScale NS5005 platform, click the Edit link.

To modify or delete a standalone NovaScale NS5005 platform, click the corresponding
link in Host column.

‘ mportant:

NS 5005 Server linked to a platform cannot be deleted. You must remove it from the
platform by editing the NS 5005 Platform object and then, remove the corresponding host.
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NS 5005 Platform Edition

The following form is used to define a NS 5005 platform:

NS 5005 series Platform

Help on NS 5005 series Platform ‘

NS 5005 platform name It:harI].|r4

descrigtion INS S005 platform

PAM manager

network name ||1 72,31 5050

user I Ifru

passward II--- confirm I---

HS 5005 Hosts (= PAM domaing)

Serwvers Configuration

Dizcover I To get the lizt of neS00S servers from PAM, click the Discover button

Figure 3-6. NS 5005 platform

g mportant:

You can define only one platform for one generated PAM manager. If you define several
platforms using the same PAM tool, BSM will generate one PAM manager object per
platform. It will create a redundancy for PAM GlobalStatus monitoring.

Platform Information
NS 5005 platform  The label used to identify the platform in Bull System Manager,
name ns5005ptf in the example.
Note:

We advise you to use the “Central Subsystem” Name defined in the
PAM tool that contains corresponding domains. Elsewhere, if needed,
this defined platform name may contain a set of defined domains that
do not correspond to one PAM Central Subsystem but are necessarily
managed by the same PAM manager.

description Short text describing the platform, NS 5005 platform in the
example.
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PAM Manager
network name IP address used to access the PAM, 172.31.50.60 in the example.
Nofe:
If Bull System Manager is installed on the same server as the PAM
manager, the PAM manager network name must be the local default
IP address. It may be the private PAP-PMB communication address
and not the public IP address.

user Authentication login used by Bull System Manager to access the
manager.

password Authentication password used by Bull System Manager to access the
manager.

NS 5005 Hosts

Lists the servers to be managed by Bull System Manager.

At platform creation, this part of the form is not displayed. An initial discovery request to
the PAM application must be performed to get the list of servers in the platform. Click the
Discover button to get the list of domains configured in the NS 5005 Platform.

The following figure shows an NS 5005 platform with two domains:

Servers Configuration

Select nsa005 =ervers to manage by clicking the corresponding checkbox. Then, update the Bull System Manager Host by directly editing
the property fields or by selecting a defined host by clicking the 'Select’ button.

PAM Domain Servers Bull System Manager Hosts
Dratmsin Matme host Matme netiamme 0%

W domi fchartyal Select | | |
W domi Icharlyelw Select | I I

Re-dizcover | To update the list of nes005 zervers from Management Module, click the Re-dizcover button

]
[]

Figure 3-7. NS 5005 domains

o The left column allows you to select the domain corresponding to the server defined in
the monitored platform. Only configured domains are displayed for consistency with
the PAM configuration.

e The central part displays Domain Server configuration as defined in the PAM.

Note  Domain Server configuration as defined in the PAM cannot be modified.

e The right column allows you to edit the main properties (name, network name and OS)
of the corresponding host. The host can be edited only if the corresponding domain is
checked. You can select an already defined host (“other” model or NS 5005 model)
by clicking the check box or you can create a host by completing the corresponding
field. By default, Name and netName are set with the ident of the server domain.

If the PAM application is not accessible, two domains are represented without PAM
information and the ident of the domain is set to domain suffixed with the domain
number. You can select any domain and fill in the NS Master Hosts properties.

Note  Itis possible to create a platform that does not contain a server.
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Once a platform has been created, the Domain Servers part displays platform topology as
registered in Bull System Manager. You can only change the BSM Host configuration of a
previously selected domain. To add a new domain in your configuration, you must perform
a Re-discover step.

A domain that is not referenced in the current NS Master or that differs from PAM is
displayed in orange and is editable.

A domain that is no longer referenced in PAM is displayed in red and is not editable.

Note

The NS 5005 Platform concept was introduced with NovaScale Master 5.1 version. The
migration process fries to build this object with the previous Bull System Manager
configuration (platform and manager) retrieved from PAM. If the application cannot be
accessed during migration, the domains are associated to the first domains. When you edit
the object and perform a Re-discover, there may be a conflict between the NovaScale
configuration and the PAM configuration.

After editing:

e Click the OK button to validate changes

e Orclick the Cancel button to return to the NS 5005 Servers page without changes.

When Topology is modified, confirmation is required. A page is displayed listing all the

changes to be applied. If you do not agree, click the NO button to return to the NS5005

Platform edition page, otherwise click the YES button to create the NovaScale Blade
chassis and all related objects.

Related N5005 Platform Obijects

When a NS 5005 Platform object is defined, related objects are automatically generated
to configure the specific Supervision linked to this type of NovaScale server. The following
table describes the objects generated during the creation of a NS5005 Platform.

Type Description
host ns5005 As defined in the PAM configuration part of the edition
page.
host PAM Host representing the PAM, named as
<platformName>_PAM
Note:

If the platform was defined in a previous NovaScale Master
version, the used name is kept (same as the Manager name,
or the Manager name with _mgr suffix).

hostgroup hostgroup representing the physical platform, named
<platformName>.

manager PAM Hardware manager representing the PAM, named
<platformName>_PAM.
Note:

If the platform was defined in a previous NovaScale Master

version, the used name is kept.
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Type Description

categories and services | The PAM category and related services are instantiated for
the PAM host.

The Hardware category and related services are instantiated
for each NS 5005 host.

Deleting a NS 5005 Platform

They are two ways to delete a NS 5005 Platform:

o Click the Delete button to delete the platform but keep the NS 5005 servers
The hostgroup, manager (if not linked by another NS5005 platform) and related
services are deleted but the NS 5005 servers remain in the configuration as unlinked
host.

e Or click the DeleteAll button to delete the platform and all linked NS 5005 servers.

3.1.2.2 NS R400

Nova Scale R400 series are rack-optimized servers used as front-end and applications
servers in space constrained environments. They generally fit one server except the R422
model. The NovaScale R422 features an innovative packaging that allows fitting two
servers into a single 1U chassis.

To configure a NS R400, click the NS R400 menu. The current configured R400 are
displayed. To define a new R400, click the New Platform button for a R422, otherwise
click the New Host button

NS R400 series

Help on WS R400 series

Meswy Platform

- Hozt name Description Metwork name m

- nmaster I, 129.182.6.150 (linux

- - 1 |frole6260.frel bl fr Linuz 24.7 - 26.11 129.182.6.33 |Iinux
rac

- 2 |frole0646 frelbull fr |Linux 2.4.0 - 2.5.20|Linux 2.4.27 or D-Link DSL-500T (running linux 2,47 129182643 |Iinux

Figure 3-8. NS R400 hosts
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NS R400 Edition
The following forms are used to define a NS R400.

NS R400 series Server

Mame II Select |

description I

macel ®nzsrao0 C nsr400E1 © mMSRe00E2 © NS R400F2

netveork name I

Zelected Hosts All Hosts

frols1 704 &
frol=B260
NEmesy
rhad

sles10 j

parents == Ao

Q= family I other 'I

O infa |
Out-of-band attributes

netyeork naime I

uzer I

passyword I confirm

Ul URL I |

Figure 3-2. NS R400 host edition
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NS R400 series Servers
“ Cancel
Platform name Il
= mode 1 (ot initialized)
name Select I
dezcrigtion
macel MS R400 zeries
netuwark name
Selected Hosts Al Hosts
FRCLE1704 ﬂ
parents E == Ad | ['::m
Remave == | VesUve
e blace2 =
O farily [ather =)
0% info
Out-of-band attributes
netuwark name
uzer
password confirm I
=L URL |
node 2 &ot fnitialized)
Figure 3-10. NS R422 edition
Host Properties Description

Platform name

name

description

model

network name

parents

Platform name (only for NS R422 model).

Host short name (label).
This name is the one displayed in the Bull System Manager
Console views. Generally, this label is the host name.

Note: In the configuration, the host name MUST be different from

X/

the following reserved keys: “*”, “none” and "auto”.
The host may be selected from the hosts defined without model
(discovered by Discovery or created from the Other hosts menu).

Description of the host.
This description is displayed in an info tip in the Management Tree
when you move the mouse over the node associated with this host.

Model of the host.

You can be more specific by choose a sub-model among NS
R400, NS R400 E1, NS R400 E2 or NS R400 F2 .

Host network name (hostname or IP address).
Default value: host name (label).

List of hosts that link the host with remote hosts.
For instance, a host representing a network equipment (router,
switch, ...) is typically a parent host.
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Host Properties
OS family

OS info

Out-ofband attributes
network name

user, password

GUI URL

Description
Operating System type (Windows, Linux, aix, none, other).
Other OS can be supported if the corresponding Add-on is
installed.
Default value: other.
When a host is discovered by Discovery, certain properties are set
automatically. This is the case of OS info, which gives information
about the OS running on the host. description, if empty, is
automatically set to the same value as OS info.

Description
Out-of-band platform management card address.

Authentication information (login, password) used by Bull System
Manager to access the management card.

Hardware management application URL

Table 3-1. NS R400 menu

e To manage NovaScale R400 series servers using out-of-band over LAN, the
Baseboard Management Controller (BMC) of these servers needs to be configured
present on the RMC card. Please, refer to your Bull Contact.

Related NS R400 Objects

When a R400 object is defined, related objects are automatically generated to configure
the specific Supervision linked to this type of NovaScale server. The following table
describes the objects generated during the creation of a NS R400.

Type

Description

hostgroup

If the model is R422, a hostgroup representing the physical
platform is created.

categories and
services

The Hardware category and related services are instantiated for
each NS R400 host if the Out-Of-Band attributes are configured.

The Power category and related services are instantiated for the
host if the OutOf-Band attributes are configured.

Table 3-2. NS R400 objects

BSM 1.3 - Administrator's Guide




3.1.2.3 ns bullion, NS 3005, NS 4000, NS 9010, NS T800 and Express 5800

To configure a ns bullion, a NS 3005, a NS 4000, a NS 9010, a NS T800 or an Express
5800 server, select the corresponding menu.

Host Properties

name

description

model

network name

parents

OS family

OS info

Description

Host short name (label).
This name is the one displayed in the Bull System Manager Console
views. Generally, this label is the host name.

Note: In the configuration, the host name MUST be different from the

wxn o n

following reserved keys: “*”, “none” and “auto”.

Once the host is created, the name cannot be modified. You can select
among a list of already defined host. This will result in the modification
of the model of the host, according to the menu. Only host with model

'other' can be selected.

Host description.
This description is displayed in an info tip in the Management Tree
when you move the mouse over the node associated with this host.

Host model.
Supported models are: Express 5800, NovaScale 5000 & 6000 series,
NovaScale 4000 series, NovaScale 3005 series, NovaScale T800 and

R400 series and NovaScale Blade series.

Model is fixed by the menu, except for T8BOO where you can choose a
sub-model among NS T800, NS T800 E1, NS T800 E2 or

NS T800 F2.

Other models can be supported if the corresponding Add-on is
installed. This field is set according to the menu item and is not editable.
Once the host is created, the model cannot be modified.

Host network name (hostname or IP address).
Default value: host name (label).

List of hosts that link the host with remote hosts.
For instance, a host representing a network equipment (router, switch...)
is typically a parent host.

Operating System type (Windows, Linux, aix, none, other).
Other OS can be supported if the corresponding Add-on is installed.
Default value: other.

When a host is discovered by Discovery, certain properties are set
automatically. This is the case of OS info, which gives information
about the OS running on the host.

Description, if empty, is automatically set to the same value as OS info.
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Out-ofband attributes Description
network name Out-of-band platform management card address.

user, password Authentication information (login, password) used by Bull System

Manager to access the management card.

GUI URL Hardware management application URL.

Access to application URL can be disabled by unchecking the
corresponding checkbox.

By default, the URL is enabled if the network name is filled in and set to
http://<network name>

Table 3-3. NS 3005, NS 9010, NS 4000, NS T800, Express 5800 menu

To manage Express 5800 servers using out-of-band over LAN, the Baseboard
Management Controller (BMC) of these servers needs to be configured present on the
RMC card. Please refer to the Set Up NEC Express 5800 Series Server guide included

in the NEC EXPRESSBUILDER CD-ROM to set up LAN configuration parameters (IP
address, subnet mask, default gateway).

To manage NovaScale 4000 series servers using out-of-band over LAN, SMU user
accounts and the LAN channel need to be configured using the System Maintenance
Utility (SMU). Please refer to the Configure the Server Using the System Maintenance
Utility chapter in the Getting Started with Intel Server Management (ISM) document to
set up these configuration parameters.

To manage ns bullion, NovaScale 3000 series, NovaScale 9010 series, T80O0 series
and R400 series servers using out-of-band over LAN, the Baseboard Management
Controller (BMC) of these servers needs to be configured present on the RMC card.
Please, refer to your Bull Contact.

Related NS 3005, NS4000, NS9010, NS T800 and Express5800 Objects

When this type of host is defined, related objects are automatically generated to configure
the specific Supervision linked to this type of NovaScale server. The following table
describes the objects generated.

Type Description

categories and services | The Hardware category and related services are instantiated

for the host if the Out-Of-Band attributes are configured.

The Power category and related services are instantiated for
the host if the Out-Of-Band attributes are configured.

Table 3-4. NS 3005, NS 4000, NS 9010, NS T800, Express 5800 objects
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3.1.3 Defining Blade Hosts

3.1.3.1 NovaScdle Blade

NovaScale Blade servers are usually housed in the Blade Chassis and managed with the

Chassis Monitoring Module (CMM,).

To configure Blade hosts, expand the Blade Hosts menu under Host Definition and select
the NovaScale Blade item. The following page is displayed:

NS Blade series

Help on MS Blade series

Chassis name YREe Partitioning Ianager
[ s 1 SHEYLAMAT2TE00E | EL Blade | Mot parttioned
Edit | chas=isBS NS Blade platform 2 Blade#s EL Blade | Mot parttioned | chassizBS_ChiM
12 Mol Mo module defined inthe chassis
- | not linked to & blade chassis. - IS, | BL2ES M5 Blade | Mot partitioned -

Figure 3-11. NS Blade Servers main page

To configure a standalone NS Blade Server, click the New Host button. This action results
in the display of a form edition similar to those of the Other Host edition.

To configure a Blade Chassis, click the New Chassis button.
To modify or delete a Blade Chassis, click the Edit link.

To modify or delete a standalone NS Blade Server, click the corresponding link in Host
column.

Notes e Blade Chassis can contain two types of blade server: NS Blade (NovaScale) or
EL Blade (Enterprise Line). Both types can coexist in one chassis. To define a
standalone NS Blade, use the NS Blade menu. To define a standalone EL Blade, use
the EL Blade menu.

e Blade Chassis can contain IO Module. To define a standalone IO module, use the
Device hosts / |/O Switch Modules menu.

g mportant:

A Blade Server or a I/O Switch linked to a chassis cannot be deleted. You must remove it
from the chassis by editing the Blade Chassis object and then, remove the corresponding
host.
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Blade Chassis Edition

The following form is used to define a Blade Chassis:

chassis name IIchassisS
descrigtion |ehassis 45 F4/53
Management Module

network name ||1 92168207 .45
ShIMP port I|r

ShHMP community Ilpublic

Blades and 1’0 Modules
Dizcaover | To get the list of chassis elements from Managemert Module, click the Discover button
Blade Configuration

1"} Modules Configuration

Figure 3-12. Blade Chassis edition

Chassis Information

chassis name  The label used to identify the chassis in Bull System Manager,
chassis3 in the example.

description Short text describing the chassis, chassis 45 F4/SS in the
example.
Management Module

network name IP address used to access the CMM, 192.168.207.45 in the example.
SNMP port SNMP agent port used to get information about CMM configuration, 161

in the example.
Default value: 161.

SNMP SNMP community used in the SNMP request to identify the Bull System
community Manager server, public in the example.

Default value: public.

Note

Bull System Manager must be declared as SNMP Manager in the CMM configuration. For
details, please refer to the NovaScale Blade Chassis Management Module Installation and
User’s Guide.

Blade Servers

Lists the servers to be managed by Bull System Manager.
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I/O Modules

Lists the switch modules to be managed by the Bull System Manager.

At chassis creation, this part of the form is not displayed. An initial discovery must be
performed to get the list of the servers housed by the chassis, obtained by SNMP request to
the CMM. Click the Discover button to get the list of servers configured in the NS Blade
Chassis.

In the following figure, the available bays for blade or 1/O module in the chassis are
shown, with information such as the position of the element in the chassis, and associated
id. 14 bays are available for blade servers and 4 for I/O modules

Blades and 110 Modules

Select element to mansge by clicking the corresponding checkbox. Then update the Bull System Manager Host by directly editing the property fields or by
selecting a defined host by clicking the Select button.

Re-discover | To update the list of chassis element from Management Module, click the Re-discover button

Blade Configuration
Blade Servers Bull System Manager Hosts
Bay Mocel ledert Matme nethdame o5
1 NS Blade BLADERD1 |BLADE#D Select IIEILADE#D1 | cther
2 NS Blade SHAYKI0S1B3MI 29 [SHAYK105183M1 29 Select IlSN#‘r‘m 05183N129 | ather
3 NS Blade SNAZNSHAIEGNS  |SHAZH SHAIEG113 Select IISN#LH SHAZEG113 | ather
4 NS Blade SNANSSIAANET  |SNANSEIIAN ST Select | |Shi SEIF4 37 | ather
5 NS Blade SNANSHIZEF118  |SNANISHIZEF118 Select IISN#J‘ISHQSBF']']B | ather
B NS Blade SMAZNTRLIAFISF  [SHAZH TRLIAF13F Select IlSN#ZJ1TRL3AF13F | ather
Ri, Mo blade present | Select || |
& NS Blade BLADERDS |BLADE#DS Select IIEILADE#DS | ather

w

Mg Moblade presert | select |
Rl Mo bizde present | Select || |
Ri, Mo blade present | Select || |
P, Mo biade presert | Select || |
I |
I |

-
=1

-
jy

ey
[¥]

-
35

R, Mo blade present Select ||
Select ||

e M e e e T e O < B
(K0 RO B K S R RO Y L

14 s Mo blade present

10 Modules Configuration

1/0 Modules Bull System Manager Hosts
Bay Type Mz A Matme nethdame o5
M 1 ethernet 00:05:50:70037:24 IDD:DS:SD:?D:S?:24 Select II

2 M Mo switch present I Select I I
[T Mo switch present I Select I I
4 M Mo switch present I Select I I

(]

Ll L [

-
r
r

Figure 3-13. Blade and I/O Modules Definition with SNMP access

e The left column allows you to select the bay corresponding to the element defined in
the monitored chassis. Only the bay that contains an element can be selected to
remain coherent with the CMM configuration.
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The central part displays element configuration as defined in the CMM. The bay
number, the blade model (NS Blade or EL Blade) or the type of switch and the element
ident are displayed.

The model of blade is setting according to the code of the product type. The mapping
is configured in the bladetype . cfqg file available in the <BSM
Directory>/core/share/bsmConfig..

Note  Element configuration as defined in the CMM cannot be modified.

The right part allows you to edit the main properties (name, network name and OS) of
the corresponding BSM host. The host can be edited only if the corresponding bay is
checked. You can select an already defined host (“other” model and Blade or 1/O
Switch modules model depending of the kind of element) by clicking the Select button
or you can create a host by completing the corresponding field. By default, Name
and netName are set with the ident of the element.

If the SNMP interface is not accessible, 14 bays are represented for blade and 4 bays
are represented for |/O modules, without CMM information: the ident of the Blade
server is set to blade suffixed with the bay number and the model is set to NS Blade,
the ident of the module is set to switch suffixed with the bay number. You can select
any bay and fill in the BSM Hosts properties (Figure 3-14).

Blade Configuration
Blade Servers Bull System Manager Hosts
Bay tdoclel Icdent Mame niethlame o5
ImilE! ME Blade  hbladel | Select | | | =l
[T 2 NSBlade  blade2 | Select | | | =l
[T 3  MSBlade  blade3 | Select | | | =l
[T 4 MNSBlade  bladed | Select | | | =l
[T 5 NSBlade  blades | Select | | | =l
[T 6 MNSBlade  bladef | Select | | | =l
[T 7  MSBlade  blade? | Select | | | =l
[T 8 NSBlade  blades | Select | | | =l
[T 9 MSBlade  bladed | Select | | | =l
[ 10 NMSBlade  bladell | Select | | | =l
[T 11 NSBlade  bladetd | Select | | | =l
[T 12 MNSBlade  bladel2 | Select | | | =l
[T 13 MSBlade  bladel3 | Select | | | =l
[T 14 NSBlade  bladeld | Select | | | =l
1/0 Modules Configuration
10 Modules Bull System Manager Hosts
Bay Type MfacAdddr [Maime netiame o5
il i unknown  switchl I Select | I I j
- =z unknown  switch2 I Select | I I LI
] I unknown  switchd I Select | I I LI
- 4 unknown  switchd I Select | I I j

Figure 3-14. Chassis Elements Definition without SNMP access
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Notes

e ltis possible to create a chassis that contains no element.

e When you select an already defined host, you cannot change its network name and
OS. However, the Select box contains a default option corresponding to the element
ident, which can be edited.

Once a chassis has been created, the elements part displays the chassis topology as

registered in Bull System Manager. You can change only the BSM Host configuration of a
previously selected element. To add a new element in your configuration, you must perform a
Re-discover step.

Blade Configuration

Blade Servers

Bay Model
1 NS Blade

(5]

-

[

NS Blade

w |

A,

=1

1N

-y

[

HEENENEROOODORE®

12 MR
T 13 M
T 14 s

Icterit
BLADE#01

M Blade Sh#YK10515301 28

Mo blade present
BLADERDZ

Mo blade present
Mo blade present
Mo blade present
Mo blade present
Mo blade present
Mo blade present

1> Modules Configuration

10 Modules
Bay Type oA oy
WV 1 ethernet 0005507003724
= 2 M Mo swwitch present
I~ 3 Hia Mo switch present
= 4 Hia Mo switch present

Bull Sy=stem Manager Hosts

Mame nettlame Lo
|blaceds_1 Seloot | [152.168 20741 |ather =]
|blacieds_2 Select ||192.158.20T.42 |other =]
[eneznzRAZEG113 Select |ISN#IJ1SHA38G113 Jather =]
Jenst saza 37 Select | Eriessaizannar |ather =]
Jent sHaaEF1 15 Select “SN#J‘ISHQSBFHS |ather =]
|ehz TRL3AF1 3F Select ||SN#ZJ1TRL3AF13F |other =]
| Select || |otrer =
|blacess_a Select |1z 168 207 45 |ather =]
| select || |ather =]
| Select || |other =]
| Select || |otrer =
| setect || |ather =]
| select || |ather =]
| Select || |other =]

Bull System Manager Hosts

Mame nethame 05
Jwa2d Select ||D.D.D.D |nane =
| Select || |none ;I
I Select “ Inone ;I
I Select || Inone LI

Figure 3-15. Chassis Elements Re-discovery

A bay that is not referenced in the current BSM or that differs from CMM is displayed in

orange and is editable. A bay that is not referenced in CMM is displayed in red and is not

editable.
After editin

g:

e Click the OK button to validate changes,
e Or click the Cancel button to return to the NS Blade Servers page without changes.
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When Topology is modified, a confirmation is required. A page is displayed, listing all the
changes to be applied, as shown in the following figure:

Host Topology Modification

Configuration of the Blade Chassis Platform will lead to the following modification
in Topology:

- hlade1 host created with model NS Blade and added to the NS Blade Chassis chassis3
(hatdwareld SNAZJM SHAZES113)

- hlade2 host created with model NS Blade and added to the NS Blade Chassis chassis3
(hatdwareld SNAZH TRLIEVI S5

- hlade3 host created with model NS Blade and added to the NS Blade Chassis chassis3
(hardwareld BLADE#OZ)

- chaszsisd_ChW host created as Chi manager and added to the NS Blade Chassis
chaszszizd

Do you agree ?

= W -}

Figure 3-16. NovaScale Blade confirmation

If you do not agree, click the NO button to return to the NS Blade Chassis edition page,
otherwise click the YES button to create the NS Blade Chassis and all related obijects.

Related Blade Chassis Obijects

When a Blade Chassis object is defined, related objects are automatically generated to
configure the specific Supervision linked fo this type of NovaScale server. The following
table describes the objects generated during the creation of a Blade Chassis.

Type Description
host blade As defined in the blade configuration part of the edition page.
host switch As defined in the |/O module configuration part of the edition
page.
host CMM Host representing the CMM, named as

<chassisName>_CMM.

Note: if the chassis was defined in a previous Bull System
Manager version, the used name is kept (same as the
Manager name, or the Manager name with _mgr suffix).

hostgroup hostgroup representing the physical platform, named
<chassisName>. This hostgroup is composed of one host
representing the manager (see below) and two hostgroups, if
need, one named <chassisName>_blade (for the set of blade
server) and the other named <chassisName>_iosm (for the set
of 1/0O switch modules)
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Type Description

manager CMM Hardware manager representing the CMM, named
<chassisName>_CMM.

Note: if the chassis was defined in a previous Bull System
Manager version, the used name is kept.

categories and services | The CMM category and related services are instantiated for
the CMM host.

The Hardware category and related services are instantiated
for each NS Blade or EL Blade host.

The Hardware category and related services are instantiated
for each 1/O switch host.

Table 3-5. NS Blade Chassis objects

Chassis element edition

A chassis element has properties linked to the Blade Chassis and properties of a host
object.

To add, move or modify properties linked to the chassis use the Blade Chassis edition
page.

To modify host properties use the Host edition page.

Add an element to a chassis.

To add an element check the corresponding line in the Elements Configuration part of the

chassis edition form and set the host characteristics in BSM configuration table zone (by
filling in the corresponding fields or by selecting an already defined host).

Note  When you edit a chassis, only elements defined as part of the NovaScale platform are
displayed. To add elements, you must perform a Re-discover step to get the list of all
elementts as defined in the CMM configuration.
Remove an element from a chassis
To remove an element from a chassis uncheck the corresponding line in the elements
Configuration part of the chassis edition form.

Note  The corresponding host remains in the Bull System Manager configuration as a element

unlinked to a chassis. To delete it, edit it and click the Delete button.

Unlinked switch hosts are isplayed in the page corresponding fo the menu /O Switch
Module in the Device hosts part.
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Modify an element linked to a chassis
To modify the name of the BSM host corresponding to an element, enter the new name in
the corresponding field or choose it in the list of already defined hosts in Bull System

Manager by clicking the Select button.

To modify other characteristics (netName, OS...), use the Host edition form.

Notes
e To get the Host edition form corresponding to the element, click the Hostname link
displayed in the global chassis form.

e When you rename an element, the host corresponding to the old name remains as an
element unlinked to a chassis.

Deleting a Blade Chassis

oK Cancel Deletedl]

chazsis name Ichassis:i

description Jtest intey 04/

Management Module
netvwork name I|1 92165207 45

Figure 3-17. Deleting a Blade Chassis

There are two ways of deleting a Blade Chassis:

o Click the Delete button to delete the chassis but keep the elements.

The hostgroup, manager and related services are deleted but the elements remain in
the BSM configuration as unlinked element host, as displayed in the following figure:

NS Blade Servers

Help on M Blade

Mewy Host

description MEnAgEr

- - blsdel | not inked to a blade chassis. -

- - hlade? | not inked to a blade chasszis. -

- - blsdes | not inked to & blade chassis. -

Figure 3-18. NS Blade Servers not linked to a chassis

e  Or click the DeleteAll button to delete the chassis and all linked elements.
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3.1.3.2 Escala Blade

EL Blade servers are usually housed in the Blade Chassis and managed with the Chassis
Monitoring Module (CMM).

To configure EL Blade hosts, expand the Blade Hosts menu under Host Definition and select
the Escala Blade item.

Procedures to create, modify or delete Escala Blade are similar to those described for the
NovaScale Blade (see NovaScale Blade, on page 39). The main difference is the model of
the standalone server, which is set to EL Blade.

Note When the Escala Blade is declared with an OS set to VIOS, the Escala Blade edition is
done with the Escala LPAR page, which allows to define the associated logical partitions
(see LPARs, on page 56).
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3.1.4 Defining Escala Hosts

3.1.4.1

PL Server
An Escala PL Server is represented as a platform grouping logical partitions (LPAR).

Escala PL Servers can be managed by an HMC (Hardware Management Console), a
system that provides management tools for controlling one or more Escala PL Servers and
associated LPARs. In this case, the platform contains a host representing the Central
Electronics Complex (CEC).

If no HMC system is available, Escala PL Servers can be managed with IVM (Integrated
Virtualization Manager), which is part of the Virtual 1/O server. In this case, the platform
contains a host (with OS set to VIOS) representing the VIO partition.

If no HMC or IVM is available, the Escala PL Server platform contains only the LPARs.

Note

The supervision of the virtualization part of Escala PL platform requires the EscalalPAR Add-
on. To get information on LPAR supervision, refer to Bull System Manager Server Add-ons
Installation and Administrator's Guide (86 A2 59FA).

To configure Escala PL Servers, expand the Escala Hosts menu under Hosts Definition and
select the PL Server menu. The following page is displayed:

Escala PL Servers

Help on Ezcala PL Server

Mew HIC

SErver Partitioning GEET
plmiz2 E=zcala PL system (automatically generated by HWCS HMC). Mo LPAR: defined HWCS (HRC

Imiz1 Ezcala PL system (automatically generated by HMCS HMC). 2 LPAR(E) defined HMES (HMC
plvios FL Server with v Mo LPAR defined K U )]
plTetng PL Setver temporary Mo LPAR: defined Mot managed

Figure 3-19. Escala PL Servers
To create an HMC and the Escala PL Servers that it manages, click the New HMC button.

To create an Escala PL Server managed by IVM or not managed, click the New Server
button.

To modify or delete an HMC, click the corresponding HMC link.

To modify or delete an Escala PL Server, click the corresponding Server link.
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Note  An Escala PL Server defined as a managed HMC system cannot be deleted. You must first
remove it from the HMC managed systems.

ymportdnt

Escala PL Supervision with HMC or IVM requires the setting of a non-prompt ssh
connection between the Bull System Manager Server and the manager (HMC or IVM).
Private key for the Bull System Manager server is automatically generated at the
installation of Bull System Manager server under <BSM installation
directory>/engine/etc/ssh (see Appendix F for detailed information). To
allow non-prompt connection between the BSM Server and the manager, the public
key must be installed on the manager. Refer to the Escala and AIX documentation to
see how to install the key on manager.

3.1.4.1.1 HMC Managed PL Servers

HMC edition

The following form is used to define an HMC and its managed systems.

HMC for Escala PL Servers

Help on HME

QK Cancel

narme IIHMC1

description IHardware lanagement Console
55H Configuration

nietwotk name ||1 72315012

user Ilhscrcu:d

iclertity file I fie_sts=

Managed Systems

PL Servers

Discover I To et the list of PL Systems from HWC, click the Discover button.

Figure 3-20. HMC Edition

HMC Information

name The label used to identify the HMC in Bull System Manager.
"HMC1" in this example.

description Short text describing the HMC.

"Hardware Management Console" in this example.
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SSH Configuration

networkName  IP address used to access the HMC in Bull System Manager.
"172.31.50.12" in this example.

user User for ssh connection, "hscroot" in this example.
Default value: hscroot
The default value is those commonly used on HMC.

identityFile File containing the key for ssh connection.
"id_dsa" in this example.
Default value: id_dsa
The default value corresponds to the name of the key file
automatically generated by BSM.

Managed Systems

Lists the servers to be supervised by Bull System Manager.

At HMC creation, this part of the form is not displayed. An initial discovery must be
performed to get the list of the servers managed by the HMC. Click the Discover button to
get the list of servers configured in the HMC.

In the following figure, the PL Servers managed by the current HMC are displayed.

Managed System=

PL Setvers

Select systems to be supervised by Bull System Manager by clicking the corresponding checkbos,
Then, et the corresponding platform or host name by directly editing the field or by selecting a defined object by clicking the Select
bttor.

v PL Systems Bull Systemn Manager Platforms
Matne My LPARS Matme

¥ plmiz2 5 [iomiz2 Se|e-:1|
W pimizt B [zt Select |

Re-discover I To updste the list of PL Systems, click the Re-dizcover button.

Figure 3-21. PL Servers discovery

e The left column allows you to select the server to be supervised by Bull System
Manager.

e The central part displays PL Server configuration as defined in the HMC. The number
of logical partition configured is displayed.

e The right part allows you to edit the main properties of the corresponding BSM
platform. The platform can be edited only if the corresponding server is checked. You
can select an already defined platform by clicking the Select button or you can create
a platform by entering its name. By default, Name is set with the ident defined in the
HMC configuration.

If the ssh link is not set, you can define your systems, but the supervision will not be
correct (lack of system identifier as defined in HMC).

Note  Itis possible to create an HMC with no managed system.
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Once an HMC with managed systems is defined, the Managed Systems part displays the
server topology as registered in Bull System Manager. You can change only the BSM
configuration of a previously selected server. To add a new server in your configuration,
you must perform a Re-discover step.

Managed System=

PL Servers

Select systems to be supervized by Bull System Manager by clicking the corresponding checkbox,
Then, et the corresponding plstform of host name by directly editing the field or by selecting & defined object by clicking the Select

hiuttan.
PL Systems Bull System Manager Platforms
u Mame My LPARSE Mame
C  pimizz 5 [rimiz2 Select |
W plmizt B [rimiz Select |
[ | PLZGOR-Systest 2 | Select |

Re-dizcover I To updste the list of PL Systems, click the Re-discover button.

Figure 3-22. PL Servers Re-discovery

A server that is not referenced in the current BSM or that differs from HMC is displayed in
green and is editable. A server that is no longer referenced in HMC is displayed in red
and is not editable.

After editing:
e Click the OK button to validate changes,
e Orclick the Cancel button to return to the HMC page without changes.

When the Topology is modified, a confirmation is required. A page is displayed, listing all
the changes to be applied, as shown in the following figure:

HMC for Escala PL Servers

Host Topology Modification

Configuration ofthe systermns managed by HMC3 will lead to the following modification in Topalogy:
- PL2BOR-Systest platform, PL260R-Systest host crested and associated to PLZEB0R-Systest parttioned system.
- pimiz2 platform, plmiz2 host no more used to represent HWC managed system.

Do you agree 7

Figure 3-23. HMC Managed Systems Confirmation

If you do not agree, click the NO button to return to the HMC edition page, otherwise click
the YES button to confirm the changes on HMC, managed systems and all related objects.
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Notes o If the EscalalPAR Add-on is not installed, a message is displayed to warn you about
the lack of virtualization supervision.

e Installation of the EscalalPAR Add-on automatically generates supervision for all the
defined platforms.

Related HMC systems Obijects

When an HMC system obiject is defined, related objects are automatically generated to
configure the specific Supervision linked to this type of server. The following table describes
the topology objects generated during the creation of an HMC system.

Type Description

host As defined in the PL server configuration part of the
edition page.

manager HMC Hardware manager representing the HMC, named
<hmc_names>.

The Hardware category and related services are automatically generated for each Escala
PL host declared as HMC managed system. The following table lists the services defined for
the Hardware category.

Name Description

CECStatus The service checks the status of the system reported by
the HMC.

Events The service checks if hardware events have been
reported for the given system.

HMC managed PL server edition

A PL server has hardware properties linked to the HMC and properties of a platform
object.

To add, move or modify properties linked to the HMC, use the HMC edition page.

To modify platform properties use the LPARs edition page.

Add a PL server to HMC Managed Systems

To add a PL server check the corresponding line in the Servers Configuration part of the
HMC edition form and set the platform characteristics in the BSM configuration table zone
(by entering the new name or selecting it in the defined non managed platforms).

Note ~ When you edit an HMC, only the PL servers defined as managed by Bull System Manager
are displayed. To add PL servers, you must perform a Re-discover step to get the list of all
servers as defined in the HMC configuration.
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Remove a PL server from HMC Managed Systems

To remove a PL server from an HMC, uncheck the corresponding line in the Servers
Configuration part of the HMC edition form.

Note  The server representing the CEC is deleted, but the set of LPARs (if defined) remains as a
non managed platform that could be linked to another system.
Modify a PL server managed by an HMC
To modify the name of the BSM platform corresponding to a managed PL server, enter the
new name in the corresponding field or choose it in the list of already defined platforms in
Bull System Manager by clicking the Select button.
To modify partitioning characteristics, use the LPARs edition form.

Notes e To get the LPARs edition form corresponding to the PL server, click the Server link

displayed in the global HMC form.

e When you rename a PL server, the host corresponding to the old name remains as a PL
server not managed by an HMC.

Deleting HMC systems

From the HMC edition page, you can only delete the HMC definition by clicking the Delete
button.

The manager and related services are deleted but the PL Servers remain in the BSM
configuration as not managed PL Server.
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3.1.4.1.2 IVM Managed PL Server

The following form is used to define an IVM Managed PL Server.

Escala PL Series

Help on Escala PL Seties

“ Cancel

Mame Ilplvins
dezcription IEscaIa PL managed with 1w
model IF'L Series

partitioning mansger I . nane O [Pl
Integrated Virtualization Manager {IVM)

name IIIVM

|2 Server hiost Ilstaix35_3 Select |
netwvark name ||1 2018312 35

user Ipadmin

idlentity file fie_sa

Figure 3-24. IVM Managed PL Server

Server Information

name The label used to identify the platform in Bull System Manager.
"plvios" in this example.

description Short text describing the platform.
"Escala PL managed with IVM" in the example.

model Model of the server

partitioning Indicates if the server is managed by IVM or not.

manager Must be set to 1VM in this case.
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Integrated Virtualization Manager Configuration

name The label used to identify the manager

I/O Server host Name of the host with VIOS partition. If the corresponding host
is already defined, use the Select to set it.

networkName P address used to access the IVM in Bull System Manager.
"172.31.50.35" in this example.

user User for ssh connection, "padmin" in this example.
Default value: padmin
The default value is those commonly used on IVM.

identityFile File containing the key for ssh connection.
"id_dsa" in this example.
Default value: id_dsa
The default value corresponds to the name of the key file
automatically generated by BSM.

Notes

the LPAR edition page.

When the server has been initialized by this way, all modifications must be done from

e ltis not possible to modify directly an IVM PL Server to a non managed PL Server. To
perform it, first remove the plaform, then configure a new PL Server as non managed.

3.1.4.1.3

Non managed PL Server

To define a non managed PL Server, use the previous form with the partitioning manager

set to none.

Escala PL Series

Help an Ezscala PL Seties

Mame Ilplnu:une
description Inu:un managed PL Server
maocel I PL series

partitioning mansger I g nang 8 I%M

Figure 3-25. Non managed PL Server

To initialize the server, just enter a valid name.
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3.1.4.2

3.1.4.2.1

LPARs

Platform edition

To configure partitioning of PL Server or EL Blade, click the LPARs item. The list of all Escala

servers appears as in the following example:

Help on Escala LPARS platform

Ezcala PL system (automatically generated by HMCS HWIC),

Escala LPAR Platform

haciel

PL Series

LPAR
Mo LPAR defined

HEACS (HhIC

E=zcala PL system (automatically generated by HMCS HWIC),

PL Series

it miz1

cervin

HEACS (HWIC

plTemp  [PL Server temporary

PL Series

Mo LPAR defined

Tra,

plvios PL Server with I

PL zeries

Mo LPAR defined

I (1)

staiz35 1 [Automatically crested for the EL Blade platform.

EL Blade zeries

Mo LPAR defined

Mot managed

Figure 3-26. Escala LPARs page

It is possible:
e o create a single partition using the New LPAR button
e to edit or delete a platform using the <Platform Name> link

e to edit a logical partition host using the <LPAR Name> link.

Note By clicking the Server link in PL Server or EL Blade page, you directly access the edition

page of the platform.

When you click the Server link of an HMC managed system, the following page is
displayed:

name Iplmi22

description |E3cala PL system (automatically generated by HWMC3 HMC).

CEC plmiz2
Hardware Management Console (HMC)
name HWICS

netvwark name 172161058112

Logical Partitions

Dizcaver |

To get the list of logical partitions, click the Dizcover button

Figure 3-27. HMC managed Escala LPAR platform

56 BSM 1.3 - Administrator's Guide



When you click the Server link of an IVM managed system, the following page is

displayed:

Name Ipluins
dezcription |PL Server with I
Integrated Virtualization Manager (IVM)
natme |||vrm
0 Server host staix3s_2
netvork name ||1 2018312 35
user |padrnin
iertity file id_d=za
Logical Partitions

Discover | T get the list of logical partitions, click the Discover button

Figure 3-28. IVM managed Escala LPAR platform

When you click the Server link of a non managed system, the following page is displayed:

Mame IpITemp

description IF‘L Server tempoarary
Logical Partitions
Flatform not linked to managed system, You can define Bull System Manager Hosts for pseudo LPAR:

Select LPAR to azsociste them to the Escala PL platform by clicking the corresponding checkiboe:,
Then, map each LPAR to & defined Bull System Manager host or choose to create & new.

E=cala PL Logical Partitions Bull System Manager Configuration
v
Mame Mame netiame 0%

v Ilpar1 IIpar1 IIpar1 I other 'I
I~ Ilparz IIparZ IIparz I other vl

VIO Servers Mo WO server currently configured.

Add-LPAR | To define new LPAR, click the Add-LPAR button

Figure 3-29. Non managed Escala LPAR platform

The properties of Escala LPAR platform are divided into three parts:
e one to identify the platform

e one to identify the manager (HMC or IVM)

e one fo configure the LPAR.

Platform Properties
name Platform short name.

This name is displayed in the Bull System Manager Console view.
description Short text describing the platform.

This information is displayed in an info tip in the Management Tree
when you move the mouse over the node associated to the platform.

CEC Name of the system referenced by HMC manager.
This property is shown only if the system is managed by an HMC
and is not editable (set in HMC edition form).
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Hardware Management Console Properties

name Name of the HMC.
This property is not editable (set in HMC edition form)
network name Hostname or IP address of the HMC.

This property is not editable in this form (set in HMC edition form.

Note ~ CEC and HMC related properties cannot be changed in the LPAR edition page. To change
them, you must use the HMC edition page.

Integrated Virtualization Manager properties
name Manager short name.

This property is editable only during the first edition of the platform.
I/O Server host Name of the Escala server that contains the VIOS partition.

This property is not editable (set in Escala Server edition form).
network name  Hostname or IP address of the VIOS partition.

user Remote user fo login.
Default value: padmin

identity file File containing the key for ssh connection.
This value cannot be changed. Identity files are generated at BSM
installation, with specific rights.

Note  Only the network name and user properties can be changed in this form. The other VM
properties are settled when the PL Server is initialized and cannot be changed after. To
change them, you must delete the server and create it again with new idents.

Logical Partitions Properties
For managed platform:

List of the partitions established by selecting the partitions obtained by
remote command on HMC or VM.

The request is performed by clicking the Discover button (or-Re-discover
if you are in edition mode).

For non managed platform:

The Discover button is not available, but a Add-LPAR button is available
to add as many partition definitions as you want.

All partitions' information must be filled in by the user.

Notes e Discover requires that a non-prompt connection can be established between the BSM
Server and the manager (HMC or IVM) (see identityFile property above).

o If the manager is not reachable, a procedure similar to the one for non-managed
platform is used.
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Edition with a Topology modification requires confirmation: a page listing all modifications
to be applied to the Topology configuration is displayed, as shown in the following figure:

HMC managed
Escala LPAR Platform

Host Topology Modification

Configuration ofthe Escala PL platform will lead to the following modification in Host Topology:
- brad host created (mocdel Ezcala LPAR) to represent LPAR brad as element of platform pimiz1 _pars.
- cervin host created (model Ezcala LPAR) to represent LPAR cervin a3 element of platform plmiz _lpars.

Do you agree 7

Figure 3-30. Host Topology modification confirmation for HMC managed Escala LPAR
platform

If you do not agree, click NO to return to the platform edition page, otherwise click YES to
create the LPAR platform.

After edition:

e Click OK to validate your edition

e Or click Cancel to return to Escala LPAR Platforms pages without changes

e Or click Delete to remove the Escala Platform and maintain the hosts corresponding to
the partitions

s Or click DeleteAll to remove the Escala Platform and the hosts corresponding to
partitions.

Notes

An HMC managed platform cannot be deleted: you must first remove the platform from
the list of managed systems from the HMC page, and then you can delete it.

e When platform is deleted, LPARs remain as standalone host.

e When IVM platform is deleted, the host representing the VIOS is modified with OS set
to other (Delete or DeleteAll action).
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Related HMC managed platform Objects

When a HMC managed platform is defined, related objects are automatically generated.
The following table describes the objects generated during the creation of the platform.

Type Description
host LPAR As defined in the Logical Partition configuration part of the edition
page.
hostgroup hostgroup representing the platform, named <platformName>.
manager Virtualization manager representing the management interface,
named as defined in HMC part page.

Related IVM managed platform Objects

When a IVM managed platform is defined, related objects are automatically generated.
The following table describes the objects generated during the creation of the platform.

Type Description
host LPAR As defined in the Logical Partition configuration part of the edition
page.
hostgroup hostgroup representing the platform, named <platformName>.
manager Virtualization manager representing the management interface,
named as defined in IVM part edition page.

3.1.4.2.2 LPAR edition

A logical partition is represented by a host linked to the Escala LPAR platform. It has
properties linked to the platform and properties of a host object.

Adding, removing or changing properties linked to the platform must be done from the
Escala LPAR platform edition page.

Changing host properties must be done from the Host edition page.

Logical Partitions Discovery

The list of partitions defined on the Escala Server can be obtained from the manager by
clicking the Discovery button. The result of the discovery is displayed as a table composed
of three parts:

o The left column allows you to select the partitions to be associated to the platform.

e The center part displays Partitions properties as configured in the manager (HMC or
IVM).

o The right part allows you to edit the main properties (name, network name and OS) of
the corresponding BSM host. The host can be edited only if the corresponding partition
is selected. You can select an already defined host by clicking the Select button or you
can create a host by completing the corresponding fields.
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Logical Partitions

Select LPAR to associate them to the Ezcala platform by clicking the corresponding checkhbox.
Then, map each LPAR to a defined Bull System Manager host or choose to create a new.

E=cala Logical Partition Bull Systemn Manager Configuration
Mame Id Mame nethame o5

galilei |aliei Select ||ga|i|ei jother x|
tyrex & Ityrex Select “t\,r'rex Il:lther
erable 4 |erable Select “erable Iuther
peg3 5 |peg3 Select ||peg;|3 Iu:dher
e35al g |essai Select ||essai ||:|ther

Re-dizcover | To update the list of LPAR, click the Re-dizcover button

L)

S I B
Ll Lef Ll L«

Figure 3-31. Logical Partitions display after Discover step

Notes o When you select an already defined host, you cannot change its network name and OS.
However, the Select option contains a Default option corresponding to the partition
name, which can be edited.

e Only Linux and AIX OS are supported by logical partitions.

o If the partition name contains space(s), they are replaced by underscore(s) in the host

label.

o If the remote access is not available, you can edit manually the Escala Logical Partition
as shown in the following figure. Beware, if the remote access is not available, the
supervision process will fail.

e In case of discovery failure, pay aftention to the following messages:

- Permission denied (publickey,password,keyboard-interactive)
This message indicates an authentication problem. Verify that the public key is

installed on the Vio Server or that the rights on the private key are correctly set.
- ssh: connect to host 192.168.207.50 port 22: Connection
refused

This message means that ssh is not installed on the system hosting the manager.
- ssh:i<host>: no address associated with name

This message indicates that the netName of the system hosting the manager is

unknown.
- Discovery failed: Warning: ldentity file .. not accessible

This message means that the identity file is not found. Check the content of the
<BSM Installation Directory>/engine/etc/ssh directory.

Logical Partitions

Discovery failed: ssh connect to address 129.183.12.34 port 220 Connection refused

“ou can define Bull System Manager Hosts for pseudo LPAR.
Select LPAR to associste them to the Escala platform by clicking the corresponding checkhaox,
Then, map each LPAR to a defined Bull System Manager host or choose to creste a new.

- Escala Logical Partition Bull Sy=temn Manager Configuration

Mame Ied Mame nethlame [0
il [ | [ select || EEE|
il | | _setest || [otner =

Add-LPAR I To define new LPAR, click the Add-LPAR button

Re-dizcover | To updste the list of LPAR, click the Re-discover button

Figure 3-32. Logical Partitions display after Discovery failure
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Logical Partitions Re-Discovery

Re-discovery is required to check that the current Bull System Manager configuration still
matches the manager configuration in order to:

e add logical partition not yet registered in the Escala LPAR platform

e remove logical partitions no longer defined in the manager configuration.

During the Re-discovery step, if the current configuration is not compatible with the
manager configuration the invalid partitions are displayed in red and the partitions not
referenced in the current Bull System Manager configuration are displayed in green, as
shown in the following figure:

Logical Partitions

Select LPAR to associate them to the Escala platform by clicking the corresponding checkbox,
Then, map each LPAR to & defined Bull System Manager host or choose to creste a new.

Escala Logical Partition Bull System Manager Configuration
Mame Ied Mame nethlame 03

u
¥ glisi 2 |galiei Select || [
-
-

tyrex & I Select “ I
erahble 4 I Select || I

Re-dizcover | To update the list of LPAR, click the Re-discaver button

L L 1

Figure 3-33. Logical partition display after Re-discover step

Partitions no longer defined in the manager (in the example above, tyrex) are
automatically unchecked and will be removed from the platform on form validation.

To add new partitions to the platform (in the example above, erable), you must explicitly
check it (see below).

Add a logical partition to a platform

Adding a logical partition is performed by checking the corresponding line in the Logical
Partitions part of the platform edition form and setting the host characteristics in the BSM
Configuration table zone (by filling in the corresponding fields or by selecting an already

defined host).

Remove a logical partition from a platform

Removing a logical partition is performed by unchecking the corresponding line in the
Logical Partitions part of the platform.

Note Removing a logical partition does not delete the corresponding host object. It remains as
standalone LPAR.To delete it, edit the host by clicking the "LPAR " link.
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Modify a logical partition defined in a platform

To modify the name of the BSM host corresponding to a logical partition, enter the new
name in the corresponding field or choose it in the list of already defined hosts in Bull
System Manager by clicking the Select button.

To modify other characteristics such as netName or OS, you must use the Host edition
form.

Note  To get the Host edition form corresponding to the logical partition, click the Hostname link
displayed in the global platforms page.
Delete all logical partitions and corresponding hosts
To delete all logical partitions and corresponding hosts, use the DeleteAll button of the
LPAR platform Edition form. Beware: the Vios server and the platform will be also deleted
from the Bull System Manager configuration.

Note ~ When the server is managed by an HMC, additional infomations like partition type

(vioserver or aixlinux) or proc mode (shared, dedicated ...) are displayed for the LPARs.
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3.1.5

3.1.5.1

3.1.6

Defining Device Hosts

I/O Switch Modules

|/O Switch Modules are usually housed in the Blade Chassis and managed with the
Chassis Monitoring Module (CMM).

To configure modules, expand the Device Hosts menu and select the 1/O Switch Modules
menu item.

Procedures to create, modify or delete /O Switch Modules are similar to those described
for the NovaScale Blade (see NovaScale Blade, on page 39). The main difference is the
model of the standalone server, which is set to 1/O Switch Module.

Defining Other Hosts

To configure Hosts independently of the model, click the Other Host item. The list of
configured hosts appears, as in the following example:

other Hosts

Help on other Hosts

dit | FRCLS1704 FRCLS1704

m

windowes

System Management Server

Automatically crested for the WS 5005 platform (PARM
host].

Microsoft Windows 2003 Server or XP SP2 ather

Linu: 2.4.00- 2.5.20Linu: 2.4.27 or D-Link DSL-300T
[running linus 2.4

m
b=
=

charlyd_P o other 172315050 | none

m
[N
=

frolz0440 frelbull.fr 129.182.6.143 | windows

m
=
=

frelz0646 frelbull fr ather 129152643 | linux

Edit | frols2681 frelbullfr Linux 2.4.7 - 2611 other 129.1826.30 | linux
Edit | frols104 fr ac bul net | - gl'grgg;ﬂ Windowes 200% Server, 2003 Server SPTOrRR | her | 120182638 | windows
Edit | frolsd206 hod2c.dom Microzoft Windows ke, 2000 ar XP other 129182649 | windows
Edt | froks4620.frel bull fr g"r'grgggﬂ Windoes 2003 Server, 2003 Server SP1O0RF | ey | 120182650 | windows
Edit | frol=4840 frad bullnet | - Linux 2.4.7 - 2611 other 1291826150 | linux
Edit | frol=5201 frolbull fr Linux 2.4.7 - 2611 other 129182655 | linux
Edit | frcls6260.frelbull fr Linux 2.4.7 - 2.6.11 ather 1294826353 | linux

Figure 3-34. Hosts configuration window

The table can be sorted by name, netName, OS, model or description properties by
clicking the corresponding header. When a header is selected, an arrow indicates that the
sort is made on this column. When you click the header again, the table is sorted in
reverse order. If another header is selected, the entries are sorted by the new property.
Only one column can be selected as a sort criterion.

You can change host properties or delete hosts that are no longer to be monitored.

Note

See Create / Edit / Delete Resources, on page 19 for details.
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3.1.6.1 Host Properties

The following figure shows the form used to edit host properties.

other Host

naime I |FRCLS1704
description ISystem Management Server
model ather
netwark name |FRCLS1704
Selected Hosts Al Hosts

FRCLE1704

parents == Add |
Remove == | sermillan
.

Yesuve -
O family I wincows vl

Q% info

Edit Supervision Properties

The following 1 abij are using the FRCLS1 704 object:

‘hostgroup'-object: BS

Figure 3-35. Host properties

Host Properties Description

name Host short name (label).
This name is the one displayed in the Bull System Manager Console
views. Generally, this label is the host name.
Note: In the configuration, the host name MUST be different from the

myn n

following reserved keys: “*", “none” and “auto”.

The name can be modified once the host is created, except if it is
related to another BSM object.

description Description of the host.
This description is displayed in an info tip in the Management Tree
when you move the mouse over the node associated with this host.
model This field is sefting according to the menu item (Other) and is not
editable.
Modification of the model is done by selecting the host during the
edition of a specific model.

network name  Host network name (hostname or IP address).
Default value: host name (label).

parents List of hosts that link the host with remote hosts.
For instance, a host representing a network equipment (router,
switch...) is typically a parent host.

OS family Operating System type (Windows, Linux, aix, other, none).
Default value: other.

Chapter 3. Configuring Topology 65



3.1.6.2

66

Host Properties Description
OS info When a host is discovered by Discovery, certain properties are set
automatically. This is the case of OS info, which gives information
about the OS running on the host. If description is empty, it is
automatically set to the same value as OS info.

Table 3-6.  Host properties

Example: Adding a Host
A frequent operation for a Bull System Manager user is to add new hosts for monitoring.
To perform this task, follow these steps:
Step 1: Install the Bull System Manager agent on the host that you want to monitor.
Step 2: Start Bull System Manager Configuration.
Step 3: Declare the new host.
Step 4: Reload the monitoring server to take into account the new host.
Step 1: Install the Management Agent on the New Host to Monitor
Follow the same procedure as the one used to install the Monitoring Agent on the Bull
System Manager server. You can either use the CD-ROM or download the software by
connecting to the Bull System Manager server home page, as follows:
1. Launch the WEB browser with the Bull System Manager home page URL:
http://<Bull System Manager server>/BSM/
2. Select Download and then follow the instructions.
Step 2: Start Bull System Manager Configuration
See Starting the Configuration GUI, on page 9.
Step 3: Declare the New Host
By default, the Topology tab is selected in the banner. If not, click Topology.
Expand the Other series menu under Host Definition, select the Other Hosts item and click
the New button to display the form for declaring a host.
Note  You can also let Bull System Manager Configuration discover hosts by specifying an IP

address range.
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Let us suppose that you want to add a Linux host namedfrcls2681.frcl.bull.fr.

Enter the following parameters:

name

description

network name

A label used to identify the host in Bull System Manager,
FRCLS2681 in the example.

Short text describing the host, Linux server in the example.

Host identification on the LAN (name or IP address),

frcls2681.frcl.bull. fr in the example.

OS family Host Operating System, Linux in the example.

Once completed, the form will look as follows:

other Host

name I ftrels2681 frelbuil fr

description ILinux 247 -268M1

maodel other

netwwark name [123.1828.30

Selected Hosts All Hosts

FROLE1704 ﬂ
_ Hyv'd
arents == Ao
B —I LPAR
Remove == | Vesye
- blade2 |

0% family I lirw vl
0% info ILinux 247-261

Edit Supervizion Properies

Figure 3-36. Declaration form for a host
Click OK to validate.

The frcls2681.frcl.bull.fr hostis now in the Hosts list.

Step 4: Save and Reload

Click the Save&Reload button to apply the modification to the server part.
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3.2  Configuring Hostgroups

The Hostgroup allows you to structure a set of hosts (host members) and/or hostgroups
(hostgroups member). This set can be displayed in the Hostgroups view in the Bull System
Manager Console.

At installation time, the BSM Hostgroup is created, containing the Bull System Manager
server.

The administrator can:

e specify new Hostgroups
e change the properties of an already defined Hostgroup
e delete a Hostgroup that is no longer to be monitored.

3.2.1 Hostgroups

To configure Hostgroups, click the Hostgroups link in the Groups Definition part of the
Topology tab.

The way to create a new Hostgroup and to edit or delete a Hostgroup is described in
Create / Edit / Delete Resources, on page 19.

The following figure shows the form displayed to edit Hostgroup properties.

name IBSM
description IEIuII System Manager element=s
Selected Hosts Al Hosts

frols1704 1991582 25030 il
host members == A BL2B5
_I Blade#s
_I Remave == | ShEYL1OW T2 TEO0E
w

bladeds_1 |

Selected Hostgroups All Hostgroups

hostgroup members == Al |
Remove == |

charlyd
chassis3
chassis3_blade
chassziz3_iosm
chaszzisgs ;I

The follorwing 1 ok are uzing the BSh ohject:

‘map'-ohject; default

Figure 3-37. Hostgroup properties
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Hostgroup Description

Properties
name Hostgroup name. This name is seen in the Hostgroups view on
the Console.
description Resource description. This description is displayed in an info
tip in the Management Tree when you move the mouse over
the node associated with this resource.
host members List of hosts associated with this hostgroup. Hosts are selected

in the All Hosts list and moved to the Selected Hosts list using
the Add button, and vice-versa using the Remove button.

hostgroup members List of hostgroups associated with this hostgroup. Hostgroups
are selected in the All Hostgroups list and moved to the
Selected Hostgroups list using the Add button, and vice-versa
using the Remove button.

Note  Take care not to select the same resource twice in the Selected Obijects list. If you do, click
the occurrence of this resource and click Remove.

3.2.2 Platforms

Particular hostgroups are defined to represent hardware platforms or virtualization
platforms. Type of the platform is represented by an additional hostgroup attribute, the
'model ' attribute.

They appear in specific table in the Hostgroups page, as displayed in the following figure:

Hostgroups Topology

hostlist subgrouplist

mgt-admins frcls1 704 Mo element

name : model conts el hostLis subgrouplist
Edit | charlyd Automatically crested for the NS 5005 platform. gesrisegus mot-admins charlydl, charlydw Mo element
Edit | chassis3 Automatically crested for the NS Blade platform. & .Ellade mot-admins chaszsis3_ChM chass!SS_plade,

series chassis3_josm

Eddit | chassis3_blade | Automatically crested for the NS Blade platfarm. RiA, mit-admins E::g::g—;' bladeds 2, | 1o element
Edit | chassis3_josm Automatically crested for the NS Blade platform. iy mot-admins w24 Mo element
Edit | chaszsizEs Automatically crested for the NS Blade platform. ::rizl:de mot-admins chaszsizBa_Chi chaszsisBS_blade
Edit | chassizEs_hblade | Automatically crested for the NS Blade platform. iy mot-admins glr:#d:;; ATEIE, Mo element

Figure 3-38. Hostgroups

Note  The platform cannot be created from the Hostgroup page. It can be created from Host
Definition when the selected item corresponds to a host associated with a physical or
virtualization platform.
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3.3
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Configuring Clusters

A Cluster is either a set of hosts or a set of services. This cluster object generates a nagios
service inside a category. It is used fo manage the global status of redundant objects like

web services. If a certain number of objects have an OK status, the global function has an
OK status.

Attached to a cluster, you add a monitoring rule:

e if the number of non-OK elements is greater than a warning threshold, the cluster status
is WARNING

e if the number of non-OK elements is greater than a critical threshold, the cluster status
is CRITICAL

e else the cluster status is OK.

The configuration of a cluster is divided into two operations: first you specify the cluster in
the Topology context (Figure 3-39), then you add monitoring attributes (for example
thresholds and the hosted category where this cluster service is displayed) in the
Supervision context (Figure 3-40).

Cluster object

Name Ilhﬂp_clusder

description Ilclus‘fer of Webh zervices

custertype | # service € host
Selected Ohjects All Ohjects

Od+Internet HTTP
O4-+irternet HTTR a= A |
Remove == |

element list T
GO+Internet HTTP

O+Hnternet HTTP
O4-+internet HTTP

|-

Figure 3-39. Defining Cluster object
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Cluster object supervision

This hastgroos can only be deleted from the meny
Topologw' GroNps Definition’ Clasters.

name Ihttp_cluster

description Ilclusder of Weh zervices

cluster type Iservice

element list IFRCLS1 T04+rternet HTTP FRCLS31 04+Internet HTTP FRCLSE260+HMternet HTTP
Monitoring attributes

hosted category || FRCLS1 704-+nternet x|

status * active € inactive

Monitoring command attributes (for thiz service)

warning threshold
critical threzhold

maonitaring period

=
=

polling irterwal IS mr {5 mn by default if empty )
Hotification attributes (for thiz service)
Selected Objects All Objects

mot-admins =~
e-mail
= Add
contact groups {—I
Remowve == |

fid fid
enable Bull autocal  vez ™ Mg
enable SMMP trap @ Yes o Mo
naotification period I 24x7 vl
re-notification interwval ID mn {0 mn by default if empty )
notify it warning o Yes @ Mo
notify if critical * ves T o
notify it recaovery @ Yes o Mo
Figure 3-40. Defining Cluster object supervision
Cluster Properties Description
name Cluster name.
description Description of the resource.

This description is displayed in an info tip in the Management Tree when
you move the mouse over the node associated with this resource.

element list List of the host or service elements.
The resources are selected in the All Objects list and moved to the
Selected Objects list using the Add button, and vice-versa using the
Remove button.

hosted_category ~ The category and the host where the cluster is managed.

warning_threshold  If the number of non-OK elements is greater or equal this threshold, the
cluster status is WARNING

critical_threshold  If the number of non-OK elements is greater or equal this threshold, the
cluster status is CRITICAL

Table 3-7.  Cluster properties
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The result in the console is the following:

() SERVICE: Internet.http_cluster on FRCLS1704
Muonitoring
| Service Status || Control |
. A Last Updated: 30-09-20028 10:53:04
Service detail Updatgd eweny 120 seconds
Senvice Status Last Check Duration Information
Service cluster problem: 1 ok, 1 warning, 1 unknowyn, 0
critical : (FRCLSE260+mernet HTTPAWWARMING)
Irternet http_cluster Ocl Ok Ot 132 ago Ocd Ok Om 133 (FRCLE31 04+Irtermet HTTP: LRKROWM)
(FRCLS1 704+Internet HTTP: Ol

Figure 3-41. Cluster supervision
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3.4

3.4.1

Configuring a Hardware Manager

This chapter explains how to define a hardware manager in a Bull System Manager
configuration. A hardware manager is an application that manages host and platform
hardware.

As administrator, you can specify hardware managers for the hosts and platforms defined
in the configuration, change their properties or delete them if the hardware is no longer to
be monitored.

Editing Properties

To configure the Hardware Manager, click the Hardware link in the Managers View part
of the Topology tab. The way to create, edit or delete a manager is described in Create /
Edit / Delete Resources, on page 19. The following figure shows the form displayed to edit

Hardware Manager properties.

Hardware Manager

Help on Hardware Manadger sttributes

Properties
e II

description Iplatfnrm Manager

MovaScale:  pap i Ciam
type Ezcala:  Hc

Cther: “ Cther

netweark natme

Managed hosts

172.31.50.90 ﬂ
<= aad 172.31 5097
—— | cHaRLyaw
Remaove == | |Freols1704

-

element list

FROLS3104 hd|

Application attributes
G URL

I Selected Host= All Managesable Hosts

Figure 3-42. Hardware manager properties

Note The platform hardware manager (PAM, CMM) and the Escala hardware manager (HMC) cannot
be created from the Hardware Manager form. It can be edited only from the Host Definition when
the selected item corresponds to a host associated with the corresponding model.
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Hardware Manager
Properties
name
description
fype

network name

element list

Description

Hardware manager name. This name is seen in the Console
Managers view.

Description of the resource. This description is displayed in an info
tip in the Management Tree when the mouse is hovered over the
node associated with this resource.

Type of manager (PAM, CMM, ISM, HMC or other).

Manager network name or IP address.
Default value: the manager name (label).

Elements that this manager will have to manage.

For editable manager (ISM or other), these elements are selected in

the All Objects list and moved to the Selected Obijects list using the

Add button, and vice-versa using the Remove button.

Depending on the type of manager, the All Resources list contains:

e all NovaScale 5000 & 6000 series platforms if the manager
type is PAM,

e all NS Blade Chassis if the manager type is CMM,

e all NovaScale 4000 series hosts if the manager type is ISM,

e all Escala PL series server if HMC,

o all hosts if the manager type is other.

Table 3-8.  Hardware manager properties

Note

Properties differ according fo the selected hardware manager. Consequently, the form

displayed will differ.

Specific PAM Properties

user, password

Authentication information (login, password) used by Bull System
Manager to access the manager.

Specific ISM Properties

OS family

user, password

Operating System type (Windows, Linux,) of the host on which the
Hardware manager is running. Default value: linux.

Authentication information (login, password) used by Bull System
Manager to access the manager.

Specific CMM Properties

SNMP port

SNMP community

Other Properties
GUI URL

Port of the SNMP agent used to get information about CMM
configuration. Default value: 161.

SNMP Community used in the SNMP request to identify the Bull

System Manager server. Default value: public.

HTTP URL of the manager GUI.
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3.5  Configuring a Storage Manager

This section explains how to define a storage manager in a Bull System Manager
configuration. A storage manager is an application that manages storage for a single host
or storage shared by a set of hosts as a SAN.

As administrator, you can specify storage managers for the hosts defined in the
configuration, change their properties or delete them if storage is no longer to be
monitored.

In the current release, no storage system is fully supported by Bull System Manager Server.
It is possible to configure "other" storage managers with limited functions. To extend

storage supervision, you must installed specific storage Add-ons (see the Server Add-ons
Administration and Installation Guide to get delailed information).

3.5.1 Editing Properties

To configure the Storage Manager click the Storage link in the Managers part of the
Topology tab.

The way to create, edit or delete a manager is described in 2.6.1 Create / Edit / Delete
Resources, on page 19.

The following figure shows the form displayed to edit Storage Manager properties.

Storage Manager object

Help on Storadge Manager sttributes

“ Cancel

Name I Istmgr'l
description Istu:urage marager
type other

netwark name Istmgr‘l

Managed hosts

Selected
Host Mame [Storage Id) All Host Mame

[ S0.80]

17231 5097
CHARLY 4/
MM _ChM
FRCLS1704 =l

element list

Application attributes
GUI URL |

Figure 3-43. Storage manager properties
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Storage Manager
Properties

name
description
type

network name

element list

GUI URL

Description

Storage manager name. This name is seen in the Console Managers
view.

Description of the resource. This description is displayed in an info tip
in the Management Tree when the mouse is hovered over the node
associated with this resource.

Type of manager (other).

Manager network name or IP address.
Default value: the manager name (label).

Elements that this manager will have to manage. These elements are
selected in the All Host Name list and moved to the Selected Host
Name list using the Add button, and vice-versa using the Remove
button.

Note:

Any Host declared in the Bull System Manager configuration can be
managed by a storage manager, but a single host can only be
managed by one manager.

HTTP URL of the manager GUI.

Table 3-9.  Storage manager properties
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3.6  Configuring a Virtudlization Manager

This section explains how to define a virtualization manager in a Bull System Manager
configuration. A virtualization manager is an element that manages virtual machine.

As administrator, you can specify virtualization managers for the hosts defined in the
configuration, change their properties, or delete them if virtualization is no longer to be
monitored.

In the current release, no virtualization system is fully supported by Bull System Manager
Server. It is possible to configure "other" virtualization managers with limited functions. To

extend virtualization supervision, you must install specific virtualization Add-ons (see the
Server Add-ons Administration and Installation Guide to get delailed information).

3.6.1 Editing Properties

To configure the Virtualization Manager, click the Virtualization link in the Managers part
of the Topology tab.

The way to create, edit or delete a manager is described in Create / Edit / Delete
Resources, on page 19.

The following figure shows the form displayed to edit Virtualization Manager properties.

Properties
MISimE: Il
description Ivirtual Manager
type ather
netvwork names I
Yirtualization Platform
Selected Hosts All Hosts
frole1 704 =
elemert list == Add
Remave == |
-
Application attributes
GUIURL |

Figure 3-44. Virtualization Manager properties
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Virtualization
Manager
Properties

name

description
type
network name

element list

GUI URL

Description

Manager name. This name is seen in the Console Managers view.

Description of the resource. This description is displayed in an info tip
in the Management Tree when the mouse is hovered over the node
associated with this resource.

Type of manager (other).

Manager network name or IP address.
Default value: the manager name (label).

Elements that this manager will have to manage. These elements are
selected in the All Host Name list and moved to the Selected Host
Name list using the Add button, and vice-versa using the Remove
button.

Note:

Any Host declared in the Bull System Manager configuration can be
managed by a virtualization manager, but a single host can only be
managed by one manager.

HTTP URL of the manager GUI.

Table 3-10. Virtualization Manager properties
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Chapter 4. Configuring Inventory

This chapter explains how to setup the Inventory functions in the Bull System Manager

configuration.

For host, no specific configuration is required for Inventory but :

e the host must be defined with a supported Operating System (AIX, Linux or Windows)

e aBSM agent must be installed on this host,

e the host must be able to contact the BSM Server. For this feature, see Configuring BSM
Server on page 195.

Host inventory is updated when the host is defined in the BSM configuration and when the
host reboots. To schedule a regularly update of the inventory, you can enable the
updatelnventory task.

To enable updatelnventory task :
1. Click the Periodic Tasks link in the Functionalities part of the GlobalSetting tab.

2. Click the Edit link of the “updatelnventory” task. The list of its properties appears:

Mame Iupdatelnuentury

description Iperiadic task to update inventory
period IID Qs

enable I e g

Command description

command I.l'bin.fupdate_ALLinventory.sh

Figure 4-1. updatelnventory periodic task properties

-~ Modifiy the period if needed:
the periodicity is defined on five fields as standard cron format: <minute(0-59)>
<hour(0-23)> <day of month(0-31)> < month(0-12) or names> <day of week(1-7)
or name>".
A field may be an asterisk (*), which always stands for 'firstlast': for instance "00
22 * * *" corresponds to a daily execution at 22h.
Range or list of numbers are allowed: for instance "8-11" in hour field specifies
execution at hours 8, 9, 10 and 11.
Steps can be used in conjonction with ranges or after asterisk: for instance "* /5"
in minute field specifies execution every five minutes.
See CRON Reference Manual to get detailed informations.
By default the task is scheduled daily at 00:00.

- Enable the task. By default the task is disabled.

- Click OK to validate.
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Chapter 5. Configuring Supervision

This chapter explains how to setup the monitoring functions that will control the resources in

the Bull System Manager configuration.

Note  The following characters are not supported in any text field:
[1 brackets,
= equal sign,
; semicolon
“ commas (only accepted in the check parameters of a Service Object)
5.1 Configuring Categories and Services

Bull System Manager delivers default monitoring categories and services. These categories
and services depend on the Operating System running on the host or on its model:

e services for Windows hosts will be applied to all hosts with a Windows operating
system

e services for Linux hosts will be applied to all hosts with a Linux operating system

e services for AIX hosts will be applied to all hosts with an AIX operating system

e services for hosts, independent of the Operating System, will be applied to all hosts
e services for hardware elements will be applied to all hosts with managed hardware
e services for storage elements will be applied to all hosts with managed storage.
Besides these default categories and services, Bull System Manager provides some
templates of categories and services that, as administrator, you may customize to monitor
other host elements.

The administrator can change the default-monitoring configuration by:

e Customizing services, to modify thresholds and monitoring properties or to modify the
list of monitored hosts.

o Customizing categories, to restrict monitoring of a whole category to a list of hosts.

e Adding a service from a service template, to define new monitored elements (for
instance, to monitor a specific logical drive on a Windows system, you can clone the

C service and modify the check command parameters), or if you want to create one or

more occurrences of this service with the same name. Each occurrence can have a
different host list and different monitoring properties.

e Adding a category from an unused category template, to activate some unused
category templates with their services.

e Creating a new service, if no service template meets your requirement.

o Creating a category, to assign a set of cloned services to this category.
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Note  The categories and services related to Hardware or Storage supervision are automatically
generated for each concerned host by the BSM Configuration "Hosts Definition" part.

There is no template for these categories and services which are represented by the %
Icon (see Generated Categories and Services on page 211).

To display the set of used categories and services click the Categories/Services link in the
Supervision tab. The following page is displayed:

Categories and Services

Help on Catedories and Services

Ho Filter fie

fLies > Alloewes b the categories and servi ithaut application of fit Rese
Oy 10 222 NS CREQOFEs and ServICes wWtnout SppIcaton of Titer.

Fitet by MODEL [ Apphy |

Fitter by HOST(S) [

Expand all @ manage cateqories
El Collapze sl

All active Categories and Services

Hame & Description 05 Model HostList Actions
‘/ EvertLog i{ any * edit| manage services
‘/ FileSystems .& any * edit| manage services
/ LinuxServices ﬁ any * edit| manage services
J LogicalDisks i{ any * edit| manage services
‘/ Syslog .ﬁ any * edit| manage services
/ Syzlog KIXL any L edit| manace services
/ Systemload i( any * edit| manade services
‘/ Syatemload Q any * edit| manage services
‘/ Syatemload KIXL any L edit| manace services
/ WindowsServices i( any * edit| manade services

Figure 5-1. Categories and services page

This page is divided into two parts:

o The filter part, which allows the user to refine the configuration according fo three
different criteria: the OS, the model, and the hostlist:

—  No filter: no filter is applied.

—  Filter by OS: filters the Categories and Services according to the Operating
System.

—  Filter by MODEL: filters the Categories and Services according to the models.

—  Filter by HOST(S): filters the Categories and Services according to the names of
the machines.

e The All active Categories and Services table, which allows to visualize and manage
(customize, add and create) categories and services.
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5.1.1

5.1.1.1

Categories

Default Categories

Bull System Manager provides the following default categories:

Unused template categories:

—  Internet
—  Reporting
—  Network

Categories related to hardware or software supervision (automatically generated if

needed):

- Hardware

—  PAM (for PAM manager)
- CMM (for CMM manager)
- Storage

—  Power

Default categories applied to Windows hosts:

- logicalDisks

—  Eventlog

- WindowsServices
- Systemload

- Disks

- NetworkAdaptors

Default categories applied to Linux hosts:

- FileSystems

- Syslog

—  LinuxServices
-~ Systemload
-~ HDisks

Default categories applied to AlX hosts:

—  FileSystems
- Syslog

- AlXServices
-~  Systemload

Note

A category can be present in all Operating Systems (case of the SystemLoad category) but
it actually represents three distinct categories.

Automatically generated categories are represented by the &:.S' Icon (see Generated
Categories and Services on page 211).
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5.1.1.2 Category Properties

Category Properties Description

Name Category name.

description Category description.

Model Supported host model to which the category can apply.

Default value: any.

OS family Operating system type (Windows, Linux, AlX, any)
Default value: any.

Monitoring domain  The monitoring domain of the category (Operating System,
Hardware, Storage, Virtualization, ..., none).
Default value: none.

NB: The value “none” means that the category does not own
to a specific domain. BSM will not generate a servicegroup
“none” that would contain the category.

host list expression  List of hosts to which the category will apply. The host list
expression can be defined as follows:

e *:all configured hosts with an Operating System
corresponding to the category OS family or categorgy
model.

e none; no host.

e alist of host names separated by a comma to exclude
other configured hosts. Example: host1, host2, host3.

e alist of host names separated by a comma and prefixed
by “1"” to exclude these hosts. Example:
lhostl, 'host2, 'host3.

Notes
e The host list expression of a category is always a subset of the configured hosts. A host
list MUST NOT mix the not (1) hosts list with other types of expressions (hosts list, none
or *). For instance, the expression 1h1,h2,h3 is ambiguous and is forbidden.

o The categories linked to hardware or storage management are automatically
generated and cannot be edited with the category form.

e The category Monitoring domain property is used when you want to disable a
monitoring domain for a host or a Hostgroup (see Example: Monitoring NS 4000
Hardware on page 128 ).
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5.1.1.3

Creating a new Category

To create a new category, click the manage categories link. Then, in the Manage

Categories popup window (Figure 5-2), check Create a new category and click the Create
a new category button. A new display allows you to edit the category properties (Figure

5.3).

Manage Categories

| o Create a new category ‘

| o Add from an unused category template (user or predefined template) ‘

| o Delete a user category template ‘

Manage category Cancel

Figure 5-2.  Manage Categories popup

ik Cancel
name Il
description II
meclel | amy - all MODEL |
05 family any hi
monitaring domain  Opersting System  © Hardware  © Storage O Virtualization  © None
host list expression II

Figure 5-3. Category properties edition

Note

According fo the filter, some text fields are already filled in and are not editable. For
example, if filtler by OS has been selected, the OS family is filled in and is not editable.

Click OK to validate. This will create a new category with its model.
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5.1.14 Customizing a Category

To customize a category, click the edit link for this category. A new display allows you to
customize the description, the monitoring domain and the host list. The other text fields are
not editable because these attributes are used for category identification.

MEIme I Eventl og
description I[Nndows sErvices
model any

05 family Windoves family

moritoring comain % Operating System  { Hardware  { Storage  © Virtuslization  © Mane
host list expression II*

Figure 5-4. Customizing a category

Click OK to validate your customization.

5.1.1.5 Adding a Category from a Template

To add a category from a category template, click the manage category link. In the
Manage Categories popup window (Figure 5-5), check Add from an unused category
template, choose a template and click the Add from the selected category button. A new
display allows you to edit this category’s properties (Figure 5-6).

Manage Categories

| o Create a new category

g Add from an unused category template {user or predefined template}

AlServices Linuz processes aix any *
status

FileSystems FileSystem services  aix any *

Iriterret Irternet services any any none

Metwwirk Metwwork monitaring any any none

Template Alett template any any none

reporting Indicators collected any any none
by MRTG

o Delete a user category template

Add from the selected category Cancel

Figure 5-5. Manage Categories popup
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5.1.1.6

Category object

Cancel

name I Internet

description Illrrternet SErvices

mocel any

05 family any

monitoring domain o Opersting System C Hardware T Storage C vituglization ™ Mone

host list expression Ilnone

Figure 5-6. Add Category from template

Click OK to add this category.

Deleting a User Category Template

To delete a user category template, click the manage category link. Then in the Manage
Categories popup window (Figure 5-7), check Delete a user category template, choose the
template and click the Delete the selected category button.

Manage Categories

| o Create a new category |

| o Add from an unused category template (user or predefined template) |

ck Dezcription “ Mocel hostlist

M=4000_category M= 4000 specific any M= 4000 *
supervizion

Delete the selected category Cancel

Figure 5-7. Delete Category template

This will delete this category template and its instance with its services.
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5.1.2

5.1.2.1

88

Services

Default

Services

Bull System Manager provides the following services:

Default services applied to Windows host:

CPU and Memory services (in the SystemlLoad category)
All service (in the LogicalDisks category)
System, Application and Security services (in the Eventlog category)

Eventlog service (in the WindowsServices category).

Unused services for a Windows host:

C, which monitors the percent of used space for the local disk C
Com, which monitors the Windows services ensuring Com+ notifications functions
Networking, which monitors the Windows services ensuring networking functions

Peripherals, which monitors the Windows services ensuring peripherals
management functions.

Default services applied to Linux host:

CPU, Memory, Users and Processes services (in the Systemload category)
All service (in the FileSystems category)
AuthentFailures service (in the Syslog category)

syslogd service (in the LinuxServices category).

Unused services for a Linux host:

/usr, which monitors the percent of free space for the filesystem /usr

RootAccess, which monitors the 'session opened for user root' messages in the
messages log.

Default services applied to AIX host:

CPU, PagingSpace and Swap services (in the SystemLoad category)
All service (in the FileSystems category)
Errors service (in the Syslog category)

syslogd service (in the AlXServices category).
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Unused services for a AIX host:

/usr, which monitors the percent of free space for the /usr filesystem.

LoadAverage, which monitors the CPU and IOWAIT load average over three
periods of time (1 min, 5 min and 15 min)

Memory, which monitors the percent of used memory (physical and swap) for the
system

Processes, which monitors the number of processes running on the system
users, which monitors the number of users currently logged in

zombies, which monitors the number of zombie processes running on the system

Unused services for Windows, AIX and Linux hosts:

FTP, FTP service

HTTP, HTTP service

HTTP_BSM, which checks the BSM URL
TCP_7, which checks the echo TCP port
UDP_7, which checks the echo UDP port

Perf_indic service (in the Reporting category), which monitors reporting indicators
from their log files; this service must be cloned.

Note  Automatically generated services are represented by the {ES' Icon, (see Generated
Categories and Services on page 211).

5.1.2.2 Service Properties
Service Properties Description
category Service category.
name Service name.
description Description of the service.
model Supported host model(s) to which the service can apply (multiple
choice is allowed).
OS family Operating system supported for the service.
host list expression List of hosts to which the service will apply. The host list expression

can be defined as follows:

e *:all configured hosts with an Operating System corresponding
to the service OS family and the service model

e none: no host.

e alist of host names separated by a comma to exclude other
configured hosts. Example: host1, host2,host3.

II|II

e alist of host names separated by a comma and prefixed by “1” to

exclude these hosts. Example: 'host1, thost2, 'host3.
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Service Properties
status

monitoring on event

monitoring by polling

check command

monitoring period

polling interval

e-mail contact groups

enable Bull autocall
enable SNMP trap

notification period

re-nofification interval

Description
Monitoring status (active, inactive).
Default value: active.

Active status means that the service is checked. The service is visible
as a node of the host in the Management Tree.

Inactive status means that the service is not checked. It is not visible in
the Management Tree. This field may be used to activate/deactivate
temporarily the service check.

Indicates if the service check is initiated and performed by external
applications, as SNMP Traps, for instance.

Default value: 0

Indicates if the service check is initiated by the BSM server and
performed on a regular manner.
Default value: 1

When this option is set, the check command, monitoring period and
polling interval must be filled in (see below)

The Check box contains the check command.
The Parameters box contains check command parameters.

Linux Check Commands: All Linux check commands are launched by
the check_nrpe command.
The check command is the first parameter of the command:

/opt /BSMAgent/nrpe/libexec/check_nrpe
It must not be modified.

This parameter is available only if the 'monitoring by polling' attribute
is setto 1.

Time during which the service must be checked. Default value: 24x7.

This parameter is available only if the 'monitoring by polling' attribute
is setto 1.

Number of minutes to wait between regular service checks.
Default value: 5 min.

This parameter is available only if the 'monitoring by polling' attribute
is setto 1.

Name of the contact groups that must be notified if a problem is
reported by this service. Default value: mgt-admins.

Enable the autocall mechanism. Default value: No.
Enable SNMP trap notification. Default value: Yes.

Time during which service notifications must be sent out. Default value:

24x7.

Number of minutes to wait before re-notifying a contact that service
status is still WARNING or CRITICAL (after the notification made
immediately after the problem occurred). Default value: O (no re-
notification).
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Service Properties Description

notify if warning Notify contacts when service status is at WARNING level.
notify if critical Notify contacts when service status is at CRITICAL level.
notify if recovery Notify contacts when service status is at RECOVERY level.

Table 5-1.  Service properties

The host list for a service is always a subset of the category host list.

Notes
e A host list MUST NOT mix the not (!) hosts list with other types of expression (hosts list,
none or *). For instance, the expression 'h1,h2,h3 is ambiguous and is forbidden.
e The host list of services linked to hardware or storage management is automatically
generated and cannot be edited with the service form.
The following table gives examples of host selection results according to the category and
service host list values.
Category Service Host selection result
host list host list
* * This service monitors all configured hosts.
* none This service does not apply to a host.
* h1,h2 This service applies only to h1 and h2 hosts.
* th1,1h2 This service applies to all configured hosts except h1 and h2.
none any value | No services of this category are applied to a host.
h1,h2,h3 * This service applies to h1, h2 and h3 hosts.
h1,h2,h3 none This service does not apply to a host.
h1,h2,h3 Ih3 This service applies to h1 and h2 hosts, but not fo h3.
Table 5-2.  Category and Service host selection -syntax rules
Note  When you customize a service, the Category name, model and OS family are not editable

because these attributes are used for service identification. To change them, you MUST
inhibit the existing predefined service (with hostlist = none) and create a new service with
or without the same name.
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5.1.23 Creating a New Service

To create a new service in a category, click the manage service link of this category. Then,
in the Manage Services popup window (Figure 5-8), check Create a new service and click
the Create a new service button. A new display allows you to edit the service properties
(Figure 5-9).

Manage Services

for category : EventLog[windows,any]

‘ o Create a new service |

‘ o Add from a service template {user or predefined template) |

‘ o Delete a user service template |

Manage service I Cancel

Figure 5-8. Manage services popup
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category Eventlog

name II

description II

miadel any

O family Windowes family

host list exprezsion II

Monitoring attributes

status @ active © inactive
Monitoring command attributes (far this service)
manitaring an event . Yes C Mo
monitaring by poling 0 Yes 8 Mo

check command I

check caommand parameters I

monitoring period I 24x7 vl

palling interval IS mn {5 mn by default it empty ]
Hotification attributes (for this zervice)
Selected Chjects All Ohjects

mit-admins &
miggt-report

e-tnail
= Ml
contact groups <_|
Remawve == |
[~

enablz Bull sautocall T ves ™ N

enable ShMP trap 0 Yes [ Mo

natificstion period I 28x7F vl

re-natification interwal ID mn {0 mn by default it empty 1
natify if wearning . Yes g []u]

notify if critical * ves o

natify if recovery C es . Ma

Figure 5-9. Service properties edition

Click OK to create this service in the selected category.

Notes The check_command must be defined in a Nagios configuration file file (*.cfg)

installed under the directory <BSM Directory>/engine/nagios/etc/NSM

e The corresponding Nagios plugin must be installed in the directory<BSM
Directory>/engine/nagios/libexec

See Example Creating a New Category and a New Service on page 101 to get a detailed
description.
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5.1.2.4 Customizing a Service

To customize a service, click the edit link of this service. A new display allows you to
customize threshold and monitoring properties or to modify the host list. Some text fields
(category name, service name, model, OS, check command) are not editable.

categary Evertlog

MSMme ISecurily

descriptian Ilmon'rturs the Security Evert Log for Audit Success, Audit Failure W
madel any

05 family Windowes family

hiost list expression II*

Monitoring attributes

status & active O inactive
Monitoring command attributes (for this service)
mantaring on evert (o Yes C Mo
monitaring by polling g Yes i Mo

check command check_nz_eventlog

check cammand parameters |1 Olstrlog="Security' lwiNarn=1letudF=1leErr=1

monitaring period I 24xT vl

palling irterval IS mn {5 mn by defaut it empty )
Hotification attributes (for thiz service)
Selected Ohjects Al Ohjects

mgt-admins =~

E-DTrtaslulct QroLpE _|<= — mot-reeert
Remove == |
[~ [~
enablz Bull autacsll  oves g
enable SMMP trap & ves O g
natificatian periad I 24x7 vl
re-notification interval IEI mn {0 mn by defaut it empty 3
natify it warning e Yes v []u]
nctiy if critical ® ves C g
nctify if recovery o Yes e Ma

Figure 5-10. Customize service
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5.1.2.5 Adding a Service from a Template

To add a service in a category from a category template, click the manage service link of
this category. In the Manage Service popup window (Figure 5-11), check Add from a
service template, choose your template and click the Add from the selected service button.

A new display allows you to modify the properties of this service if it is necessary (Figure
5-12).

for category : NS4000_category[any, NS 4000]

" Create a new service |

; % pdd from a service template (user or predefined template)

i e s s s e et

FleSystems monitors the percent of free  linux any
zpace for the filesysten
Jusr

‘w Jusr FileSystems mantors the percent of fres  aix any none
space for the filesystem
g

r~ Alerts Template checks the alerts received  any any *
from ShivP agent

- Al FileSystems maonitors the percent of i &y &
used space for all the
mounted filesystems

C All FieSystems monitors the percent of fire any .
uged space for all the
mouried filesystlems

- Al LogicalDisks monitors the percent of windows  any A
uzed space for all the local
disks
Application EveriLog monitors the Application windows &y .
Event Log for Error,
Warming and excessve
Information meszages
- AudhentFalares Syslog montors the suthentication  linux any 8
failures messages in the
[ e e
= Sensor2Status Harchaare checks the sensor any any i
- (Walt Percentage Pressure)
reported by the PRI LAM
BCCESS
g SensorStatus Harchware checks the sensor any Ay ]
(Temperature or Voltage or
Fan speed) reported by the
IPMI LAN access
' SensorsAverage Harchaare checks & sensors kst any Ay i
average reported by the
IPMI LAN access
] syshogd LinuxServices monitors the presenceof & linux any L
Syshogd process running on
the system
C sysiogd AlServices monitors the presence of a aix any *
Fyslagd process runining on
the system

” Delete a user service template

Add from the selected service | Cancel |

Figure 5-11. Manage service popup
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category ME4000-category

name I ISensanS‘tatus
descrigtion Ilchecks the senzar (Watt Percentage Preszure) reported by the [P
madel any

Q0= tamily any

hiost list expression Ilnune

Monitoring attributes

status ® active € inactive
Monitoring command attributes (for thiz service)
manitoring on event i Yes O Mo
manitoring by polling 0 Yes f'“ Mo

check command check_IPMI_senszar

check command parameters I'sensu:ur name'l-m lanplus

monitoring periocd I 24xT LI
polling interwal IS— mn {5 mn by default it empty )
Hotification attributeg (for thiz service)

Selected Ohjects Al Ohjects

mgt-adming | -~
migt-repart

e-mail
== A
contact groups —I
Remove == |
=

enahle Bull autocall C ves @ g

enable SMP trap ® ves O g

natification period | 247 |

re-notification interval IIII mn [0 mn by defaul if empty )
notify if wearning « YEz - Mo

nctify if critical & ves T g

notify if recovery IC Yes . Mo

Figure 5-12. Add service from template

Click OK to add the service in the selected category.
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5.1.2.6

Deleting a User Service Template

To delete a user service template, click the manage service link of a category using this
template. In the Manage Services popup (Figure 5-13), check Delete a user service
template, choose a template and click the Delete the selected service button.

Manage Services

for category : V54000 _category[any, NS 4000]

| O Create a new service |

| " pdd from a service template (user or predefined template) |

check Descrigtion m m Instances using template

i Ty _Sry e any M 4000 MES4000_categaryimy _sry

Delete the selected =ervice I Cancel I

Figure 5-13. Delete service template

This will delete this service template with all its instances.

Note

You cannot manage services (add service, create service) from an automatically generated

category.
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5.1.3

Check Commands

The following table lists the check commands used by the predefined activated services.
See also Appendix B - Check Commands for Customizable Services, which describes the
syntax of the check commands associated with the services that can be customized.
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Operating System Model Category Service Check Command
Windows any WindowsServices | Peripherals check ns_service
Management
Eventlog
Networking
Com
Eventlog Application check_ns_eventlog
Security
System
LogicalDisks All check_windisks
C
Systemload CPU check_ns_load
Memory check_ns_mem
Linux any LinuxServices syslogd check_procs
Syslog Alert No check (SNMP trap receiver)
Syslog Authentfailures | check_log2.pl
RootAccess
Systemload CPU check_cpulood
Users check_users
Processes check_procs
Zombies
Memory check_memory
Swap check_swap
FileSystems All check_disks.p|
AlX any AlXServices syslogd check_procs
Syslog Alert No check (SNMP trap receiver)
Syslog Errors check_errpt.sh
Systemload CPU check_lpar_load
PagingSpace check_pgsp
Swap check_swop
LoadAverage check_load
Memory check_mem.pl
Prccesses check_procs
zombies
Users check_users
FileSystems Al check_disks.pl
any I/O Switch Hardware Health Internal generated check (not
Module editable)




Operating System Model Category Service Check Command
any ns bullion, Hardware Health Internal generated check
NovaScale (not editable)
3005, 4000,
5005, T800,
R400 &9019
series,
Express5800
Blade series
any ns bullion, Alerts No check (SNMP trap receiver)
NovaScale
3005, 4000,
5005, T800,
R400 &9019
series,
Express5800
any Escala PL Hardware CECStatus check_hmc_cec_status
series Events check_hmc_hw_event
Windows any PAM Alerts No check (SNMP trap receiver)
GlobalStatus Internal generated check
(not editable)
any any CMM Alerts No check (SNMP trap receiver)
ChassisStatus Internal generated check
(not editable)
any Novascale Power
4000, 3005, Status Internal generated check
9010, T800, (not editable)
R400,
Express5800,
ns bullion
any ns bullion Power Consumption Internal generated check
(not editable)
any any Reporting Perf_indic check_mrfg
any any Internet FTP check_ﬂp
HTTP check_http
UbP_7 check_udp
HTTP_BSM check_httpURL
TCP_7 check_tcp
any any MegaRAID Alerts No check
Status check_megaraid

Table 5-3.

Check commands list
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5.1.4 Examples

5.1.4.1 Creating a New Category and Adding a Service

This example shows how to create a new category (my category) for Windows hosts
and add a new service aimed at monitoring the percent of used space for the local disk D.

1. Click the Categories/Services link in the Supervision tab.
2. From the Categories/Services page, click Filter by OS and select Windows.
3. Click manage category.

4. In the Manage Category popup window, check Create a new category and click
create a new category.
—  Enter the name of the category: my category.
—  Enter its description.
—  The OS family text field is already filled in with Windows. It is not editable

because of the used filter (if you choose no filter this text field becomes editable).

—  Choose the monitoring domain.
—  Set host list expression to “*”

5. Click OK to validate. The new category is now displayed in the Categories and

Services list:
Categories and Services found for : Windows
Mame & Description 05 Maodel HostList Actions
& «’ tmy_category 38' any * edit] manage services
«’ Eventlog 38' any * edit| manage services
'/' LagicalDisks jj any * edit] manage services
_/‘ SystemLoad 35" any * edit] manage services
J WindowsServices 35" any * edit| manage services

Figure 5-14. Categories and Services table with a new category

Note  The & icon means that there is no service in the category.

6. To create a new service in my_category, click the manage service link of
my_category
- In the Manage Service popup window, check Add from service template and
select the service “C". Then click add from the selected service.
- Change the name into “D” and change the description.
sk

-~ Change the host list into “*”.
—  Change the others fields if necessary.

7. Click OK to validate. The new service is now displayed in the Categories and Services
list:

100 BSM 1.3 - Administrator's Guide



5.1.4.2

Categories and Services found for : Windows
Hame & Description 05 Model HostList Actions
= _/ my_categary ﬂ any * edit| manage services
J o i{ &y FRCLS1704 et
_/ EwvertlLog if‘ any * edit] manadge services
J LogicalDisks i{ any * editl manage services
_/ SystemnLoad if‘ any * edit] manadge services
J WindowesZervices if any * editl manage services

Figure 5-15. Categories and services table with a new service

Creating a New Category and a New Service
This example shows how to create a new category (my category) for a host and to
create a new service based on a new Nagios plugin (check_demo.sh).
The Nagios plugin is the following shell script (check_demo.sh) :
#!/bin/bash
usage () {
echo "Usage: check_demo.sh -h HOSTNAME -c CRIT TRESHOLD -w
WARN _TRESHOLD"
exit 255
while getopts h:w:c: option
do
case S$Soption in
h) HOSTNAME=${OPTARG};continue; ;
c) CRIT=${OPTARG};continue;;
w) WARN=${OPTARG};continue; ;
?) usage;;
esac
done
echo "Demo service on ${HOSTNAME}: critical threshold set to S$WARN
warning threshold set to S$CRIT"
exit 0
The check command is defined in the demo_command.cfg file:
# check demo command definition
define command {
command_name  check demo
command line SUSER1$/check demo.sh -h $HOSTADDRESSS -w $ARG2S$ -c
SARG2S
Note  The check_command can reference information from host configuration as parameter by

using Nagios macro (HOSTADDRESS in this example), that will be automatically substituted
by Nagios before command execution. Other parameters must be set in the service
definition. To get detailed information about Nagios plugin and command definition, refer
to the standard Nagios documentation on http://www.nagios.org/
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ymportont

Before to configure your service in BSM, you have to install the Nagios plugin
(check_demo.sh) in the directory <BSM Directory>/engine/nagios/libexec and the
command definition file (demo_command.cfg) in the directory <BSM
Directory>/engine/nagios/etc/NSM.

1. Click the Categories/Services link in the Supervision tab.

2. From the Categories/Services page, click Filter by Host and select your host and click
the Apply button.

3. When the table is ready, click manage category.

4. In the Manage Category popup window, check Create a new category and click
create a new category.

—  Enter the name of the category: my category.

—  Enter its description.

—  The OS family and Model, and host list expression text fields are already filled
(with the values of the selected Host). It is not editable because of the used filter (if
you choose no filter this text field becomes editable).

—  Choose the monitoring domain.

name I Imy_caiegury
description IIDemn MEvy Service
miaclel ather

QS family Windowves Tamily

maonitoring domsin T Hardware © Operating System . Storage O irtualization  © Metwork  © none
host list expression Ifrcls1 704

Figure 5-16. my_category creation
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5. Click OK to validate. The new category is now displayed in the Categories and

Services list:

Categories and Services found for hostis) : frefsT704

Hame & . .
Description 0s HostList Actions
& & my_category b ol other frols 704 edit| manage services
& Eventlog b o] any * edit] manane services
J Logicallisks 3_-6' any * edit] manage services
‘/ MNetworkdaptors any * @lmgnage
services
‘/ SystemLoad any * edit] manage services
& indovwsServices &M any * % rrl‘:::ia::n‘;.lge

Figure 5-17. List of categories for host

Note

The & icon means that there is no service in the category.

6.

To create a new service in my_category, click the manage service link of

my_category

- In the Manage Service popup window, check Create a new service and click the

button with same label

— In the Service Object form write a name demo and the description.
- Write the check Nagios command name and its parameters : values

corresponding to ARG1 er ARG2 must be entered, separated by 'l'
—  Change the others fields if necessary.
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category my_category

nSme Ildemn:-

description IIDemn:n sevice

model any

0= family Windoss family

b=t list expression Ilfrcls1 704

Monitoring attributes

status ® active O inactive
Monitoring command attributes (for thiz service)
monitaring on event i e % g
manitoring by polling i« Yes C Mo
check command In:heu:k_demu:u

check command parameters |2IZI!25

maonitoring period I 24=7 ;I
palling interval IS— mn [ S mn by default if empty )
Hotification attributes (for this service)

Selected Ohjects All Ohjects

mit-admins =
migt-repoart

e-tnail
== Add
contact groups —I
Remove == |
=

enzhle Bull autocall © wes & g

enable SMMP trap * ves © no

nitification period | 247 |

re-notification interval IIZI mn [0 mn by default if empty )
notify if wearning . Yes = Mo

natify if critical * ves o

nctify if recaovery G Yes & Mo

7. Click OK to validate. The new service is now displayed in the Categories and Services
list.

After saving and reloading your configuration, the new service will be scheduled by
Nagios and available in BSM Console.
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5.1.4.3 Customizing the List of Monitored Hosts

By default, a service is monitored on all the hosts specified in the corresponding category
host list. You may also define a specific host list for a service.

Examples of application:

e To disable monitoring of the Processes service, on all hosts:
a. Edit the Processes service.
b. Set the host list to none.

e To disable monitoring of the All service in FileSystems category on the sysman host,
there are two possibilities:

1. Using the filter by HOST filter:
a. Select the sysman host and click Apply.
b. Edit the All service in the FileSystem category.
c. Click the delete for this host list button.

2. Or using another filter:
a. Edit the All service in the FileSystem category.

b.  Set the host list is to *1sysman~”, that means that the All service does apply
to all hosts, except the sysman host.

Note  For manager Categories (PAM, CMM...) the hostlist attribute must be a list of managers.
All referenced hosts that are not a manager of the required type, will be automatically
excluded from the hostList.

5.1.4.4 Customizing the Notification Period

You can define specific monitoring or notification properties for a service. You can even
create several identical services for different host lists with different properties.

In the following example, the administrator has customized two occurrences of the All
service in the FileSystems category.

e In the first occurrence the host list is host1, host2 (only host1 and host2) and
notification is not active (none) for this host list.

e In the second occurrence, the host list is 1host1, thost2 (all hosts except host1
and host2) and notification is active (default: 24x7) for this host list.

Note  The e-mail contact groups associated with the service must be configured to allow the
reception of notifications.
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Using the filter by HOST filter:

1. Select hostl and host2, and click Apply.

N

Edit the All service in FileSystems category.

w

Change the notification period to none.

4. Click OK to validate.

Using another filter:

p—

Edit the All service in the FileSystems category.

2. Change the host listto thost1, !host2.

3. Leave the notification period (set by default to 24x7) unchanged
4. Click OK to validate.

5. Click the manage service link of the FileSystems category.

6. In the Manage Service popup window, check Add from service template and select
the All service. Then click the add from the selected service button.

7. Change the host list to host1, host2.
8. Change the notification period to none.

9. Click OK to validate.

All active Categories and Services
Name & Description 0s Model HostList Actions
J AlServices KIXL any L] edit] manage services
/ EventLog W Ay * edit| mansne services
J FileSystems KIXL any L] edit] manae services
= ‘/ FileSystems Q any * edit| manage services
& A & any frlsB2E0, it
nsmaster
Pl & ary HrclsB260, edit
Inzmaster
_/ LinuxServices ("‘ any * edit| manage services

Figure 5-18. Categories and Services table with customized services
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5.1.4.5

5.1.4.6

Customizing Thresholds

This section explains how, as administrator, you can modify service thresholds for all hosts
or for different host lists. Thresholds can be modified for the following services:

Category Services with customizable thresholds
SystemLoad CPU (Windows,Linux, Aix), Memory (Windows, Linux), ), Swap (Linux),
Users (Linux), Processes (Linux), Zombies (Linux), PagingSpace (Aix)
Eventlog Application, Security, System.
LogicalDisks | All
FileSystems All (Linux, Aix)

Table 5-4.  Customizing thresholds

Warning and Critical Thresholds
Thresholds are defined in the command used by Bull System Manager to check the service.
Service Parameters displays this command (see the following table for syntax).
Customizable names and character strings are in bold type.
Category Service | Check command!!) check parameters
Systemload | CPU check_ns_load 1180190110160!80
(Windows)
Memory check_ns_mem PERCENT!Z0190
Eventlog Application | check_ns_eventlog | 30!applog=1!winf=10lwWarn=1leErr=1
Security 30!seclog=1IwAudS=10!wWarn=1leAudF=1leErr=1
System 30!syslog=1!winf=10lwWarn=1leErr=1
LogicalDisks | All check_windisks  |-w 80l-c 90
Systemload | CPU check_cpuload -w 80,70,60 -c 90,80,70
(Linux)
Memory check_memory 70 90
Swap check_swap -w 50% -c 80%
Users check_users w1520
Processes check_procs -w 150 ¢ 200
Zombies check_procs w5<c10sZ
FileSystems | All check_disks.pl -w 80 - 90 -e /mnt/cdrom -e /mnt/floppy

(1) On Linux services, the check command given in the table is the first parameter of the command:

/opt/BSMAgent/nrpe/libexec/check_nrpe. DO NOT MODIFY THIS STRING.

Table 5-5.

Service parameters syntax
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Example:

In the following example the Users Linux service is configured with specific thresholds

(13,18) for frcls6260.frcl.bull.fr and nsmaster. The other hosts are monitored

with the default thresholds (15, 20). From the filter by host, proceed as follows:

1. Select frc1s6260.Frcl . bull.fr and nsmaster, and click Apply.

2. Edit the Users service in Systemload category.

3. To change check command thresholds, modify the check_users command displayed in

the Parameters box as follows:

4. Change string 15 (default warning threshold) to the new warning threshold (13), and

the string 20 (default critical threshold) to the new critical threshold (18).

categary Systemload

name IUsers

descrigtion Ilmu:un'rtnrs the number of users currently logged in
model any

05 family Linwe family

host list expression II*

Monitoring attributes

status & active O inactive
Monitoring command attributes (for this service)
maonitoring on evert T ves ™ g
monitoring by poling & ves T g

check command check_nrpe

check command parameters |'Iibexecs’check_users - 13 -c 18

monitaring period I 24x7 vl

polling interval IS mn [ 5 mn by default if empty )
Hotification attributes (for this service)

F o D S [ Ao JL

Figure 5-19. Customized threshold

5. Click OK to validate

This will create the two occurrences of the All service. In one occurrence the hostlist is
frcls6260.frcl _bull . fr, nsmaster, in the other occurrence the hostlist is

1frcls6260.Frcl.bull .fr, !nsmaster, as shown in the following figure (No filter set)

o SvstemLoad ] any E edit| manage services
=] J SystemLoad Q any * edi| manage services
/ CPU '\ any L edit
"/ Memary % any L edit
/ Procezses % any L edit
J Users 3 any frels6260. frol bull.fr, edit

namaster
J Users Q any relsB260 frel bull fr, edit
Insmaster

Figure 5-20. Categories and services table with customized services
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5.1.4.7

5.1.4.8

Thresholds Related to Windows Event Logs Scanning

Bull System Manager uses the check_ns_eventlog command to monitor the number of event
types in the Windows event logs (Application, Security and System) during a given period
starting from now.

Example:

Proceed as follows to configure the Application service of the Eventlog category (Windows
system) in order to:

e check the number of error messages in the Application Event Log over the last 60 min,
e set acritical state if there are at least 5 error messages,

e set a warning state if there is at least 1 error message,

1. Edit the Application service in the Eventlog category.

2. To change check command thresholds, modify the line displayed in the Parameters
box as follows:
60!strlog="Application”!wWarn=11eErr=5

3. Click OK to validate the modifications, and return to the Categories and Services
page.

Customizing Windows Services

Bull System Manager provides predefined services to monitor certain Windows OS
elements.

The following table displays the commands and parameters used by Bull System Manager
to check services. Customizable names and character strings are in bold type.

Category service check command check parameters
Windows Networking check_ns_service | showalllRpcSs!TrkWks!Dhcp!
Services Dnscache!Netman

Eventlog check_ns_service showalllEventlog

Peripherals check_ns_service showallINtmsSvc!PlugPlay

Com check_ns_service showallISENS!IEventSystem

Management | check_ns_service showalllWmi!WinMgmt!dmserver
LogicalDisks | C check_ns_disk PERCENTIC:180!90

Table 5-6.  Windows services check commands and parameters

Some of these services can be used as templates.
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Examples of application:

To monitor any Windows logical disk (F:, G: ...) the administrator can use and
customize the C service template with specific thresholds.

To check the presence of one or more specific Windows services running on the
system, the administrator can use and customize one of the services defined for the
Windows services (Networking, Eventlog, Peripherals, Com, Management), by
modifying the list of checked Windows services set in the showall command.

Example:

To remove, for all hosts, the Wmi service from the list of Windows services to be checked
by the Management service, proceed as follows:

1.

Click the manage service link of the WindowsServices category (or another Windows
category)

In the Manage Service popup window, check Add from service template and select the
Management service. Then click the add button from the selected service.

Change the host list to *.

Remove the Wwmi ! string in the check Parameters. If needed, change other monitoring
properties.

Click OK to validate modifications.

Note

The names of the Windows services specified as check parameters are the short names
displayed by one the following Windows operations:

—  Menu Start > Parameters -> Control Panel -> Administrative Tools -> Services.
- Right click selected service -> Properties -> General.

The Service name field gives the short name of the service. For example, the short name for
the DHCP Client service is Dhep.
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5.1.4.9

Customizing Linux or AIX Services
Bull System Manager provides predefined services to monitor certain Linux or AIX OS
elements.
The following table displays the commands and parameters used by Bull System Manager
to check services. Customizable names and character strings are in bold type.
category service check command check parameters
LinuxServices | syslogd check_procs -w 1:1 -C syslogd
AlXServices
Syslog AuthentFailures | check_log2.pl - /var/log/messages
(linux) -s authfail.seek
-p 'authentication failure |
FAILED LOGIN | Permission denied’
-n ‘login. *authentication failure’
RootAccess check_log?2.pl - /var/log/messages
(linux) -s rootsess.seek
-p 'session opened for user root’
FileSystems /usr check_disk -w 20% - 10% -p /usr
Systemload PagingSpace | check_pgsp.pl |-w 80-c90-W 5-C 10';
Table 5-7.  Linux services check commands and parameters
Note  On Linux or AlX services, the check command given in the table is the first parameter of the

command: /opt/BSMAgent/nrpe/libexec/check_nrpe.
DO NOT MODIFY THIS STRING.

Example 1:

To Monitor the Linux or AIX /home FileSystem for host1 with specific thresholds, use the
/usr service template as follows:

1. From the filter by host select host1, and click Apply.

Click the manage service link of the FileSystems category (or another Linux category)

w

In the Manage Service popup window, check Add from service template and select
the /usr service. Then click the add from the selected service button.

Set service_name to /home.
Modify its description.
If you don't use the filter by HOST option, change the host list fo host1.

N o O~

Under check Parameters, replace /usr by /home and if needed, modify thresholds
and other monitoring properties.

Click OK to validate the cloning operation.

Repeat this operation to create services for monitoring other specific FileSystems.
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Example 2:

To check the presence of the xinetd (or inetd) Linux or AlX service, use the syslogd service
template as follows:

1.

Click the manage service link of the LinuxServices category (or another Linux
category).

2. In the Manage Service popup window, check Add from service template and select
the syslogd service. Then click the add from the selected service button.

3. Set service_name to xinetd (or inetd).

4. Modify its description.

5. Under check Parameters, replace syslogd by xinetd (or inetd) and if needed,
modify thresholds and other monitoring properties.

6. Click OK to validate the cloning operation.

7. Repeat this operation to create services for monitoring other services or processes.

Example 3:

To check, for the host1 Linux host, the presence of specific character strings in a given
file, use the RootAccess service template as follows:

1.

2.

9.

From the filter by HOST option select host1, and click Apply.
Click the manage service link of the Syslog category (or another Linux category).

In the Manage Service popup window, check Add from service template and select the
RootAccess service. Then click the add from the selected service button.

Set service_name.
Modify its description.
If you do not use the filter by HOST option, change the host list to host1.

Modify check Parameters as follows:

— Do not pay attention to the # character at the beginning and at the end of the
parameters command.

— -l parameter: replace the /var/log/messages file pathname by the pathname of
the new file to check.

— -s parameter: replace rootsess.seek by a new string (that must be unique).

—  -p parameter: replace the string session opened for user root by the new string to
search.

Click OK to validate the cloning operation.

Repeat this operation to create a service o scan any file.
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5.1.4.10

Customizing URL Access

To check a specific URL on a given port with specific contents, Bull System Manager
provides the HTTP_BSM service template.

category service check_command check parameters
Internet HTTP_BSM check http 10080!/BSM’HTTP/1.1 200
OK'I'Bull System Manager
Table 5-8.  Customizing URL access

By default, the service checks that the Bull System Manager WEB site is accessible.

Check parameter syntax is: <port>I<url>!’<response_substring>’l’<content_response>’

The HTTP_BSM service template can be used as described in the following examples.

Example 1:

To apply the HTTP_BSM service to a set of hosts, proceed as follows:

1. From the filter by HOST option select frcls6260, and click Apply.

2. Click the manage service link of the category in which you want to put this service.

3. In the Manage Service popup window, check Add from service template and select
the HTTP_BSM service. Then click the add from the selected service button.

4. If you do not use the filter by HOST option, change the host list with the name of the
Bull System Manager server (frcls6260).

5. Let the check parameters unchanged.

6. Click OK to validate the customization operation.
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Example 2:

To create a service that monitors http access to the Bull WEB site (www.bull.com), proceed

as follows:

Note

We assume that the bull (www.bull.com) host has been defined and that the new

category my category has been created with a host list containing www.bull.com
See the example, Creating a New Category and Adding a Service, on page 100. Click
the manage service link of the my_category category.

1. In the Manage Service popup window, check Add from service template and select

the HTTP_BSM service. Then click add from the selected service.

2. Set the service_name to HTTP BULL.

3. Moadify its description.

4. Assign this service to my category category.

5. Specify check parameters as follows:
80!/contact_html!"HTTP/1.1 200 OK"!*ABOUT BULL"
The /contact .html URL is checked on port 80. The HTTP response must contain the
substring HTTP/1.1 200 ok and the returned page must contain the substring ABouT

BULL .

The following figure shows the HTTP BSM customized service for the Bull system
Manager frcls6260 host, under the Internet category. It also displays the aTTP BULL
cloned service, for the bull host.

File “iews Tools

€5 BEINFe

ﬁ Hosts

=8 bun

E}(f—}) rry_category
@ HTTP_BULL

& FRCLE1704

@ EventLog

a LogicalDisks

a SysternLoad

a WindowsServices

- & frols2681 frol bull fr

q- 5 frols2 703 frel bull fr

7 &= frcl=3104 frad bull.net

i

=N

&= frels4620 frol.bull fr

PRI B s T e B

-1 frelsB260 frol bull fr
5) FileSystems
=& Intamet

5" LinuxServices
5) Syslog

S

| Service Status || Control |
Service detail

Senvice

my_category HTTP_BULL

A

) SERVICE: my_category.HTTP_BULL on bull

Monitoring

Status  Last Check

Duration

0K 0d0h1m 48s ago 0d 3h 31m 27z

Last Updated: 04-10-2008 170226

Updated every 120 seconds

Information

HTTP ok: HTTRPH A 200 OK - 0.059
second response time

Figure 5-21. HTTP_BSM customized service
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5.1.4.11 Creating an Alerts Service

To receive SNMP traps from specific equipment, the corresponding monitoring service
MUST exist in the Bull System Manager monitoring services list. If needed, you can create it.

Example:

To create a service that receives SNMP traps from a remote SNMP agent, proceed as follows.

Note  We assume that the new category my category has been created with a host list
containing the corresponding SNMP trap agent.
See Creating a new Category example, on page 85.

1. Click the manage service link of the my_category category.

2. In the Manage Service popup window, check Create a new service. Then click the
Create a new service button.

Set the service_name to Traps.

4. Moadify its description.

Set the monitoring on event parameter to Yes.

Then follow the next steps described in Integrating MIBs, on page 149.

5.1.4.12 Using the perf_indic Service Template

The monitoring of this service gets, and then checks the last value of a reporting indicator,
from a reporting log file located in <install_dir>/core/share/reporting/var.

This service uses the check_mrtg check command.

Note  The reporting log file contains the name of the host associated to the reporting indicator.
Therefore, the monitoring service cloned from reporting.perf_indic must have a hostlist
containing only one host. By default, hostlist=none for the Perf_indic service and the
reporting category.
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The monitoring service configuration looks as follows:

categaty my_categary

MSme: I Iperf_indiu:

description Ilm-:un'rh:urs one indicatar collected by MRTS
mioclel any

Q= tamily any

hiost list expreszion Ilncune

Monitoring attributes

status ® active O inactive
Monitoring command attributes (for thiz service)
manitaring on evernt 8 Yes o o
manitoring by polling i Yes C Mo

check command check_mrtg

check command parameters I-F FoPROGELA~TBUBULLEY ~1jicoreishar esrepartingtar fxox log'l-2

manitoring period I 24=7 ;I
palling interval IS— mn [ S mn by default if empty )
Hotification attributes (for this service)

Selected Ohjects All Ohjects

mit-admins =
migt-repoart

e-tnail
== Add
contact groups —I
Remove == |
=

enable Bull autacall  oves ™ g

enable SMMP trap % vez O g

notification period | 247 |

re-notification interval 240 mn [0 mn by default if empty )
notify if wearning . Yes = Mo

natify i critical @ ves O o

notify if recovery « Yes C Mo

Figure 5-22. perf_indic service example

The monitoring service status looks as follows:

Service detail

Service Status Last Check Duration Information
reporting 2703 memony Od Ok 3m 4= ago Od Oh 27m 52 Load = 25 %

Figure 5-23. Service detail — example
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5.2  Configuring Servicegroups

Servicegroup allows to organize services info functional domains, in order to filter

topological views or map in BSM Console.

Default servicegroups definitions are automatically generated, containing instanciated
services which belong to category defined with a given monitoring domain (see Category
Properties on page84).

AWARNING:

Default servicegroups are defined as inactive and thus, not available in the BSM Console.

User must edit them with BSM Configuration tool to change the value of parameter

'active’.

User defined servicegroup can be defined, by selecting the services constituting this

servicegroup.

To view servicegroup, click the Servicegroups link in the Monitoring part of the Supervision

domain.

The following page is displayed:

Edit | Hardware Servicegroup for domain Hardware (automatically generated) | list generated during Save&reload step Ve Yes
Ediit | Metwork Servicegroup for domain Metwork (automatically generated) list generated during Savedreload step VES YES
Edit | OperatingSystem ;:I:\;if;grdo)w ity el el e (euiaeiEly list generated during Savedreload step YES YES
Edit | Power Servicegroup for domain Power (automatically generated) lizt generated during Savesreload step = Yes
Ediit | Storage Servicegroup for domain Storage (automatically generated) list generated during Savedreload step YEE YES

Ediit | Wirtualization

Servicegroup for domain Yirtualization (automatically
genersted)

lizt generated during Savesreload step

Edit | vocenter

wienter managed elements

WhweareESH_WC CPUNsmesx),
WhivweareESH_VC Memory(namesx),
WhivweareESH_VC Statusinamesx),
Whivweare WO Alersinamesy),
Whiveare_\VC . Alerts(rhSd _al), ...

ves

na

Figure 5-24. Servicegroups

The servicegroup with flag 'auto' set to 'yes' correspond to the default servicegroup when

the others are user defined servicegroups. In the example, six default servicegroups are

defined (Hardware, Network, OperatingSystem, Power, Virtualizarion and Storage) and
one user servicegroup (vcenter).
For default servicegroup, the list of members is not displayed because it will be generated
during the Save&Reload step, in order to include all services matching the functional

domain.
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5.2.1

5.2.1.1

52.1.2

118

Default Servicegroup

Default Servicegroup edition

To edit a default servicegroup, click the Edit link for this servicegroup. A new display
allows you to customize the description of the servicegroup or to enable/disable it. The list
of member services cannot be modified, as it is generated on rule that will be exploited
when you save your configuration (Save&Reload action).

By default, the servicegroup is generated as inactive servicegroup. To enable it, set
'active’' to Yes.

Name I Hardware

description IServicegrnup for domain Hardware (automatically generated)

active & ves T o

Services

Rules generation : { monitoring domain = Hardweare) oclifey I

Figure 5-25. Hardware servicegroup edition

After editing:
e click OK button to validate changes

e orclick Cancel button to return to the Servicegroups page without change

Default Servicegroup generation

The default Servicegroup is generated during the Save&Reload phase by selecting
instanciated services corresponding to the monitoring domain.

WARNING

All the services defined in the Bull System Manager Configuration do not correspond to
instanciated services. A service, for which the host is inactive for monitoring or for a
specific monitoring domain (if monitoring domain matches the servicegroup rule) will not
be used as servicegroup members
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5.2.2 User Servicegroup

52.2.1 User Servicegroup edition
To edit a user servicegroup, click the Edit link for this servicegroup.

To create a user servicegroup, click the New button in the Servicegroups page. The
following form is displayed:

Servicegroup

|Help on Servicegroup

name II

description |

active o Yes . Mo

Services

Services list Moify |

Figure 5-26. User Servicegroup edition

The edition of a servicegroup contains two parts:
o definition of general properties of the servicegroup (name, description)

o definition of the list of services. This is done by clicking the 'Modify' button in the
bottom part of the window. A new page wiill appear to facilitate the filling of the
service members (see detailed procedure below).

After fill in all the required fields

e click OK button to validate edition

e Or click Cancel button to return to the Servicegroups page without change
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User Servicegroup Members edition

A separate page is used to perform the edition of the servicegroup members. It is divided

in two parts, as shown in the following figure:

Servicegroup Members edition

Selection filter Filtered services
monitaring domain I iz I Select ... LI o selection done
categary I Select .. LI I

service |Se|ect j | ll

o5 family |is | Select ... x|

mociel I iz ISeIed j

Add

Servicegroup Members
Mo member defined

Clear not selected | Clear All |

Figure 5-27. Servicegroup Members edition

o the Selection filter part, which allows the user to select services according fo five

criteria: the monitoring domain, the name of the category, the name of the service, the

OS or the model of the host.

—  First, choose criteria. Several can be used:

. for monitoring domain, OS and model, an item is selected among a list of

values.

. for category and service , a string must be provided, after having selected the
level of comparison ('is' for a complete match, 'contains' for a partial match)

—  Then, click the >> button to see the corresponding selected services. In the Filtered

services list, you can deselect some services.

—  Click the Add button to add the selected services to the list of members or click the

Reset button to cancel the selection.

o the Servicegroup members part, which allow to visualize and manage the list of

services.

—  After adding selected services, you can:

. Unselect some of them and clear them from the members list by clicking the

'Clear not selected' button.
. remove all by clicking the 'Clear all' button.

Note

You can use successively different filters to combine services with unrelated criteria
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After having completed the member edition:
e click the OK button to validate changes

e Orclick he Cancel button to return to the Servicegroup edition page without change

Example:
1. Apply first filter: monitoring domain set to 'OperatingSystem'
—  set criteriq,

—  click the >> button.

The following page is displayed.

Selection filter Filtered services (14 found)
v -
mmonitaring comain | is | Operating System =l ¥ SystemLoad CPU (frofs1704) I—
" IS o _I I pSys‘temLoad.CPU (frcl=a004)
categar elect .. ¥
aary ¥ SystemLoad Memory (frols1 704) Reset
service IS‘B‘EUt LI I 5 I ¥ SystemLosd Memory (frols500d) Add
OF family I is I Select . ;I v Ewentlog Application (frols1704)
model I s |Select - j 2 EventLog.Application (frolsS004)
¥ Eventl oo Security (froist 7041 hd

Servicegroup Members
ho member defined

Clear not selected | Clear All I

Figure 5-28. Servicegroup Members: filtering on monitoring domain

—  click the Add button to add the selected services to the list of members

The selected services appear in the Servicegroup Members part, as shown below.

Selection filter Filtered services (14 found)
v -
monitoring domsin I is IOperaﬁng System ;I & Systemload CPU (frels1704) =
a I o J I v SystemLoad CPU (frcls8004)
Categar Elect ... *
gory e Systemboad Memory (froks1704) Reset
service [ setect .. =] | b | ¥/ SystemLoad Memary (frolsG004) Add
O farmily |is | select =l ¥ EventLag. Application (frols1704)
ol E [Seet = [/ EvertLog.Application (frolsG004)
I Evertloa Security (frols1 7041 _
Servicegroup Members
=2 EventLog.Application (frols1 704) 7 LogicalDisks Al (frols8004)
[ EvertLog. Application (frcls6004) ! SystemLoad CPU (frcls1704)
¥ Evertlog Security (frels1704) ' Systemload CPU (frcis8004)
17 EventlLog.Security (frolsg004) F SystemLosd Memory (frols1704)
I EvertLog System (frols1704) ¥ Systemload Memory (frcis8004)
~ EventlLog.System (frcls3004) ~ ‘WindowsServices EvertlLog (frols1704)
~ LogicalDisks Al (frls1704) ¥ windowsServices EvertlLog (frclsS004)

Clear not selected I Clear All |

Figure 5-29. Servicegroup Members: add of selected services
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2. Reset filter
—  Click the 'Reset' buttom

The selection result part of the filter is empty.

The Servicegroup Members part contains the previously selected service.

Selection filter

Filtered services

Mo selection done

mantoring domain | i [setect .. =l
category ISeIec‘t . ;I I Reset
=ervice ISeIec:l . LI I 2 | Add
OF family |is | Select . =l
model I i ISE|EC[ . LI
Servicegroup Members
|7 Eventlog Application (frois1704) |7 SystembLoad CPU (frels1704)
I Eventlog Application (frols8004) i Systemboad CPU (frols8004)
¥ Eventlog System (frols1 704) I SystembLoad Memory (frols1704)
v Eventlog. System (froisS004) 4 SystemLoad Memory (frols8004)
I LogicaDisks. Al (frcls1704) I WindowwsServices Evertlog (frols1704)
¥ LogicalDisks.Al (frols8004) I WindowwsServices Evertlog (frols8004)
Clear not selected | Clear All I
Figure 5-30. Servicegroup members: reset of filter
3. Apply second filter: monitoring domain set to 'Network' and OS family set to
'Windows'.
—  setcriteria
- click the >> button
The following page is displayed:
Selection filter Filtered services (2 found)
monitaring domain I = INetwnrk LI 72 MetworkAdaptors MIC_Ststus (frels704)
72 Metweorkdaptors NIC_Ststus (frols8004)
categary ISeIel:t LI I Reset
service ISeIect RS LI I o Add
QS family I iz Iwwndows LI
madel I iz ISeIe:‘t LI

Servicegroup Members

I~ EventLog. Application (frcls1 704)
~ EventLog. Application (frcl=S004)
~ EvertLog System (frols1 704)
1”2 EventLog. System (frols5004)

~ LogicalDisks Al (frols1704)

~ LogicalDisks Al (frols8004)

Clear not selected I Clear All |

¥ Systemload CPU (frcls1704)

¥ Systemload CPU (frcl=3004)

o Systemload Memary (frcls1704)

173 Systemload Memory (frols3004)

=3 WindowsServices. EventLog (frols1704)
=3 WindowsServices EventLog (frolsG004)

Figure 5-31. Servicegroup Members: filtering on domain and OS
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—  Click the Add button to add the selected services to the list of members:

Servicegroup Members edition

Selection filter Filtered services (2 found)

v
monitaring domain I s I Network LI 2 MetworkAdaptors MIC_Status (frols1704)

2 MetworkAdaptors MIC_Status (frolsS004)
category |Select LI | Reset
SErVICE ISeIect j I bed | Add
Q5 family I iz I windows ;I
maodel | iz |Se|ec:t LI

Servicegroup Members

I EventLog. Application (frcls1 704) I Metwark&daptors MIC_Status (frols1704)

¥ Evertlog. Application (frcl=3004) v Metworkddsptors MIC_Status (frols8004)

I EventLog Security (frcls1704) I SystemLoad CPU (frels1704)

i EventLog. Security (frolsS004) v SystemLoad CPU (frols5004)

I EventLog. System (frcls1704) I SystemLoad Memory (frols1704)

i EventLog. System (frcls3004) v SystemLoad Memory (frolsE004)

I LogicalDizks Al (frclz1704) v WindowsServices Eventlog (frels1704)

i LogicalDizks Al (frclsS004) v WindowsServices Eventlog (frolsS004)

Clear not selected I Clear All |

Figure 5-32. Servicegroup member: add Windows services

4. Click the OK button to validate the servicegroup members edition and return to the
servicegroup edition page:

Servicegroup

Help on Setvicedraugp

Name IWinduws

dezcription |Servicegrnup far windows supervision

active ® ves O g

Services

Services list dodity I
EvertLog. Application (frcls1 704 LogicalDisks Al (frols1704) SystemlLoad.Memory (frcls1704)
EvertLog. Application (frclsS004)  LogicalDisks All (frolsS004) SystemlLoad.Memory (frcls5004)

Evertlog Security (frels 704) Metwarkddaptors MIC_Status (frolz1704) WindowsServices Eventlog (frels! 7047
Evertlog Security (frols5004) Metwarkddaptors MIC_Status (frolz8004) WindowsServices Eventlog (frols5004)
Evertlog System (frols1704) SystembLoad CPU (frols1 704)
EwentlLog. System (frols8004) Systemboad CPU (frclz8004)

5. Click the OK button to apply changes for the Windows servicegroup.
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5.2.23 User Servicegroup checking

User servicegroups are checked during the Save&Reload to avoid inconsistent definition,
that can occur if one of the members of the servicegroup is inactivated (service directly
inactivated or host) after the servicegroup edition.

During the check, if such service is found, it is removed from the final servicegroup object.
The Administrator is warned by messages, as shown in the following figure:

Save & Reload Configuration
| o<

Saving Monitaring ohjects (Topology, Supervision) into Bull System Manager Configuration ...
..[Daone.

Reload Configuration for Monitaring is started.
Please wait ...

Figure 5-33. User Servicegroup Control
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5.3  Configuring Hosts/Hostgroups/Managers monitoring

To configure hosts, hostgroups and managers monitoring, click the corresponding link
menu in the Monitoring part of the Supervision tab and modify the properties.

5.3.1 Host Properties

Host Properties
host management

Ping checking

OS monitoring

Hardware
monitoring

Virtualization
monitoring

Storage
monitoring

Network
monitoring

Power Monitoring

Syslog Monitoring

Syslog Filter

Notification
enabled

Enable SNMP

Description
Monitoring status (active, inactive).
Default value: active.

Active status means that the host is monitored with its associated
services. lts node is animated in the Management Tree and in all
corresponding menus.

Inactive status means that the host is not monitored. It is visible in the
Management Tree but its node is not animated and only the Platform
menu is available (for NovaScale 5000 & 6000 and NovaScale Blade
series hosts). In the Bull System Manager Console Applications pane the
host appears with the PENDING monitoring status.

This field may be used to temporarily activate/deactivate monitoring on
a given host.

To enable host checking with ping command.

Default = yes

Note: if disable, check of the host is only made with the services defined
for this host. It is useful when the host is unreachable by ping.

To enable or disable OS services monitoring.

Default = yes

To enable or disable hardware services monitoring.

Default = yes

To enable or disable virtualization monitoring.
Default = yes

To enable or disable storage monitoring.
Default = yes

To enable or disable network monitoring.
Default = yes

To enable or disable power monitoring.
Default = yes

Syslog Monitoring status (see Syslog Monitoring host properties on page
133).

Default value: yes

Short name of a Syslog Filter (see Syslog Monitoring host properties on
page 133).
Default = none

To enable or disable all the notifications.
Default = yes

To enable notifications by SNMP trap.
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Host Properties
trap

nofification
period

re-notification
inferval

notify if down

notify if
unreachable

notify if recovery

Email
contactGroup

Description
Default = yes

Short name of the time that determines when nofifications about this host
must be sent out (24x7, work hours, non-work hours and none).
Default value: 24x7, which means all the time.

work hours means from Monday to Friday between 09:00 and 17:00.
non-work hours means all day Saturday and Sunday and from 00:00 to
09:00 and from 17:00 to 24:00 on other days.

none means no time is a good time.

Number of minutes to wait before re-notifying the contact that the host is
still down.
Default value: 240.

Notify contacts when this host is down?
Default value: yes.

Notify contacts when this host is unreachable?
Default value: yes.

Notify contacts when this host is recovering?
Default value: yes.

Email contact groups
Default value: mgtadmins

Note: Email contact group is also defined at the Hostgroup level. Thus,
the email contact group for a host is the set of contacts defined at the
host level and those defined at the hostgroup level.

Note

When a given type of host monitoring is disabled, all categories that have set their
monitoring_domain to the corresponding domain are deactivated.

If host monitoring is disabled, all these properties are disabled.

Categories and associated services are not visible in the Management Tree.
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5.3.2 Hostgroup Properties

Hostgroup Properties Description
Hardware monitoring To enable or disable hardware services monitoring (only for
hardware platforms).
OperatingSystem To enable or disable OS services monitoring.
monitoring
Network monitoring To enable or disable network services monitoring.
Storage monitoring To enable or disable storage services monitoring.

Virtualization monitoring ~ To enable or disable virtualization monitoring.
Hardware monitoing To enable or disable hardware monitoring.
Power monitoring

Email contactGroup Email contact groups

Note  Disable of given type of monitoring for a hostgroup results in the inactivation of all
corresponding categories for each host of the hostgroup. Categories and associated
services are not visible in the Management Tree.

533 Manager Properties

Manager Properties Description
Hardware monitoring To enable or disable hardware services monitoring related to
the manager.

Virtualization monitoring  To enable or disable virtualization monitoring.

Note  The Hardware monitoring and Virtualization monitoring properties are displayed only if the
corresponding manager is a Hardware or Virtualization manager.
Disable of given type of monitoring for a manager results in the inactivation of all services
depending on it, by setting the monitoring_status attribute to inactive. The corresponding
categories are always activated; some services could be independent of the manager.
Associated services are no longer visible in the Management Tree.
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Example: Monitoring NS 4000 Hardware

As described above, the host, hostgroup and manager have supervision attributes that
affect service behavior.

e Disabling hardware monitoring at host level will result in deactivation of all hardware
categories specified for this host, i.e all categories for which the monitoring domain is
set to "hardware", as shown in the following figure. Deactivation of these categories
results in the deactivation of all associated services.

Marme I Hardware

description IHardware monitaring of a M5 4000 server (automatically generated)
model NS 4000 series

05 family any

monitaring damain Hardware

host list expression I ns4000

Figure 5-34. Hardware category monitoring domain

o Disabling hardware monitoring at hostgroup level will result in deactivation of all
hardware services specified for all hosts of this hostgroup, by the same mechanism as
described above;

o Disabling hardware monitoring at manager level will result in deactivation of all
hardware services dependent on this manager. Setfting hardware monitoring of a
manager fo "no" is equivalent to setting the status of all corresponding services to

Ilnoll.

The following example explains how to enable/disable hardware monitoring of a NS4000
server at topology obiject level.

There are two ways of monitoring NS 4000 server hardware:

e By setting host Out-of-Band attributes: this will lead to automatic instantiation of the
Alert and PowerStatus services (category Hardware);

e Or by configuring an ISM type hardware manager, managing the NS 4000 server:
this will lead to the automatic instantiation of the Health service (category Hardware);
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The following figure shows the services applied to the ns4000 host, managed by the ISM

manager admism:

Categories and Services

Help on Cateqories and Services

Mo Fitter =3
Fitter by OS =3

Models : | NS 4000
Filter by MODEL [

Fiter by HOST(S) [

Apply |

Reset

Expand all
H Collapse all
Categories and Services found for : NS 4000

@ manage categqaries

HName & Description 0%

HostList

Actions

=] % Hardware {2& NS 4000 nE<000 edit
S perts g& NS 4000 n=4000 et
Gty Hestth i RS 4000 na4000 aelit
% PorveerStatus 6?& NS 4000 nE4000 edit

Figure 5-35. NS4000 Hardware category and services
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5.3.4.1 Disabling Hardware Monitoring at Host Level

Setting the hardware monitoring attribute to No, as shown in the following figure, will

result in the deactivation of all hardware categories and associated services for this
ns4000 host.

Host object

This host can anly be deleted fram the meny
Topologw Hosts Definftion/NovaScale hosts/NS 4000,

MEmE I ns4000
miacel NS 4000 series
O family ather O

Management attributes

host management * active O inactive
ping checking C Yes s Mo
hardware manitoring T ves B o
storsge monitaring lC Yes e Mo
Hotification attributes
notifications enabled * ves T No
enahle SHMP trap C Yes e Mo
notification period I 24x7 VI
re-notification irteryal I mn [ 0 mn by default if empty )
notify if down & e O g
notify it unreachable [0 Yes e Mo
natify if recovery # e O g
Selected Chiects All Ohjects

mit-aciming -
e-mail
== Add
contact groups —I
Remove == |
=

Edit Topalocy Propetties

Figure 5-36. Host hardware monitoring status

All Hardware services linked to the ns4000 host appear deactivated, as illustrated by the
following figure:

Categories and Services found for : NS 4000

Hame & Description 0% Model HostList Actions
= @ Harchweare ;@ NS 4000 nE4000 it
@} Alerts ;@ WS 4000 4000 edit
fﬁ} Hesalth rg& WS 4000 ns4000 edit
fﬁ} PowverStatus Q}&ﬁ NS 4000 niE4000 it

Figure 5-37. NS4000 services deactivation
The services are deactivated because the "monitoring domain" of the Hardware category

is "Hardware" and the "hardware monitoring status" of the host is set to "No". The status
of the service is always set to active as display in the following figure:

130 BSM 1.3 - Administrator's Guide



5.3.4.2

category Hardware

Name I Alerts

description Ilchecks the alerts received from the BMC of this host (automatically
mioclel NS 4000 zeries

O family any

host list expression I nz4000

Monitoring attributes

status ® active O inactive

Monitoring command attributes (for this service)
receives ShMF traps ves
Hotification attributes (for this service)
Selected Ohjects Al Ohjects

Figure 5-38. NS4000 Alert service status

In the Management Tree, categories hardware and associated services are no longer
visible.

Disabling Hardware Monitoring at Manager Level

Setting the hardware monitoring attribute to No, as shown in the following figure, will

result in the deactivation of the Health service associated to the ns4000 host.

MAmE IISM1

type 1=

elemert list J ns4000
Management attributes

hardsware monitoring  ves B

Figure 5-39. Manager hardware monitoring status

Only the Health service dependent on the ISM manager is deactivated, as illustrated in the

following figure:

Categories and Services found for : NS 4000

Hame & Description 0% Model HostList Actions
= % Harchweare %& RS 4000 res000 it
% Blerts @& RS 4000 4000 edit
@} Heslth E& S 4000 4000 edit
% PoswverStatus é’ﬁ RS 4000 resd000 it

Figure 5-40. NS4000 Health service deactivation
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The service is deactivated now because the status has been set to Inactive during manager
edition as displayed in the following figure. The monitoring status of the corresponding host
is always set to 'Yes'.

category Hatdwate

MSme I Health

description Ilchecks the hardware status for the platform of this hast from a Plat
mocel MS 4000 series

DS farmily any

host list expression Insm:ll:ll:l

Monitoring attributes
status C active ™ inactive
Monitoring command attributes (for thiz service)

check command check_healthizm

check command parameters 15958

manitoring period I 247 ;I

fnllinm irtaryesal |'1 mn S mn b defanl if emte

Figure 5-41. NS4000 Health service status
In the Management Tree, the Hardware category is visible but the Health service is not

displayed. If the Health service is the only service associated to the Hardware category, no
child is displayed for this category.
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5.4  Syslog Monitoring

Syslog events are collected on BSMAgent hosts and are sent to the BSMServer as SNMP
traps. On Linux hosts, the syslog events are collected with syslog-ng; syslog-ng application
is exclusive with syslogd. On AlX hosts, the syslog events are collected with syslogAixErr.
The syslog event collection and sending SNMP traps can be stopped or started on
demand. The events can be filtered at source at the collection time. To do this, filters are
prepared on the BSMServer and sent to the BSMAgent hosts to be applied to the event
collection.

When several BSMServer manage a same BSMAgent, it is the last filter sent to the
BSMAgent that is running.

To configure hosts monitoring and syslog filters, click the corresponding link menu in the
Monitoring part of the Supervision tab and modify the properties.

54.1 Host Properties

Host Properties Description

Syslog Monitoring Syslog Monitoring status.
Default value: yes.

Yes: means that collection events and sending traps to this server will be
started.

No: means that collection events and sending traps to this server will be
stopped.

This field may be used to temporarily start/stop monitoring on a given
host.

Syslog Filter Short name of a Syslog Filter.
Default = none

Note:
Linux hosts: only Syslog Filters of type LINUX-syslogng will be proposed.
Aix hosts: only Syslog Filters of type AlX-errpt will be proposed.

Table 59.  Syslog Monitoring host properties
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5.4.2 Syslog Filter Properties

The filters have a common part and a specific part for each type of filter.
Common Syslog Filters part

Syslog Filter Properties Description
Syslog filter type Type of the Syslog Filter, depends of the OS of the host.

Default value: none.
LINUX-syslogng: can be assigned to agents Linux.
AlX-errpt: can be assigned to agents Aix.

Each type of filter has its own properties.

Table 5-10. Syslog Filters common properties

Note  When the syslog filter type is not set, only the common properties are displayed.

Linux Syslog Filters part

Syslog Filter Properties Description
Level list Match messages having one of the listed level code.
Default value: empty .
A list of levels taken in the mib "BSM-SYSLOG-MIB" (see

level values)

If empty, messages are not filtered on level code.
Facility list Match messages having one of the listed facility code.

Default value: empty .

A list of facilities taken in the mib "BSM-SYSLOG-MIB" (see
facility values)

If empty, messages are not filtered on facility code.

Table 5-11. Syslog Filters Linux properties

Note  When the syslog filter type is set to LINUX-syslogng, the common properties and the Linux
properties are displayed.
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Aix Syslog Filters part

Syslog Filter Properties
Class / facility mapping

Type / level mapping

Filter scope

ErrorClass list

ErrorType list

ResourceName list

Errorld list

ErrorLabel list

Description
To translate ErrorClass from errpt into facility of BSM-
SYSLOG-MSG mib.

A list of four pairs (ErrorClass, facility) (see ErrorClass values
and facility values).

To translate ErrorType from errpt into level of BSM-SYSLOG-
MSG mib.

A list of six pairs (ErrorType, level) (see ErrorType values and
level values).

Scope of the AlX-errpt syslog filter

Default value: none.

Errorld: messages are filtered on the errorID.
Errorlabel: messages are filtered on the errorlD.

other: messages are filtered on the errorClass and/or the
ErrorType and/or the ResourceName.

none: messages are not filtered.

Mapping properties are always applied.

Match messages having one of the listed ErrorClass.
Default value: empty (idem no filter).

A list of ErrorClass values (see ErrorClass values).

If empty, messages are not filtered on ErrorClass attribut.
Match messages having one of the listed ErrorType.
Default value: empty (idem no filter).

A list of ErrorType values (see ErrorType values).

If empty, messages are not filtered on ErrorType attribut.
Match messages having one of the listed ResourceName.
Default value: empty (idem no filter).

A list of ResourceName values (see the Aix errpt
documentation).

If empty, messages are not filtered on ResourceName
attribut.

Match messages having / not having one of the listed
Errorld depending on Include / exclude the list property.

Default value: empty (idem no filter).
A list of Errorld values (see Aix the errpt documentation).
If empty, messages are not filtered on Errorld attribut.

Match messages having / not having one of the listed
ErrorLabel depending on Include / exclude the list property.

Default value: empty (idem no filter).
A list of ErrorLabel values (see the Aix errpt documentation).

If empty, messages are not filtered on Errorlabel attribut.
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Syslog Filter Properties

Include / exclude the list

Description
Include / exclude matching messages.
Default value: include

include: only the events whose attribute value is in the
corresponding list will be forwarded

exclude: only the events whose attribute value is not in the
corresponding list will be forwarded

Table 5-12. Syslog Filters Aix properties

Note
are displayed.

Depending on the filter scope, only the corresponding properties are displayed.

When the syslog filter type is set to AlX-errpt, the common properties and the Aix properties

Values of level in "BSM-SYSLOG-MIB" mib:

Level
Emerg

Alert
Crit

Err
warning
Notice
Info
Debug

Table 5-13. level values

Description
emergency; system is unusable

action must be taken immediately
critical condition

error condition

warning condition

normal but significant condition
informational message

debug-level messages

Values of facility in "BSM-SYSLOG-MIB" mib:

facility
kern
user
mail
daemon
auth
syslog
lpr
news
uucp
cron
authpriv
fip

localO
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Description
kernel messages

user-level messages

mail system messages

system daemons messages
authorization messages

syslogd messages

line printer subsystem messages
network news subsystem messages
UUCP subsystem messages

clock daemon messages

security / authorization messages

ftp daemon messages



facility
locall
local2
local3
local4
local5
local

local7

Table 5-14. facility values

Values of errpt ErrorClass:

ErrorClass

cC O w I

hardware

Software

Description

Description

informational / errlogger

Undetermined

Table 5-15. ErrorClass values

Values of errpt ErrorType:

ErrorType
PEND

PERF
PERM
UNKN
TEMP
INFO

Pending
Performance
Permanent
Unknown
Temporary

Informational

Table 5-16. ErrorType values

Description
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5.4.3 Example: Monitoring Linux Host

5.4.3.1 Creating Linux Syslog Filter

To edit syslog filters, click the Syslog Filters item in the Monitoring part of the Supervision
tab. The list of configured syslog filters appears, as in the following example:

Syslog Filters

Mevw Fiter

filtter name: description
Edit | syslogfiter_aix ayslog fitter for aix with errpt aixerrpt
Edit | syslogfiter_aix zvyslog fitter aix on ErrorClassHS aixerrpt
Edit | syslogfiter_aix_Errorld ayslog fitter aix an Errarld aixerrpt
Edit | svslogfiter_aix_ErrorLakel zyslog fitter aix on ErrorLakbel aixerrpt
Edit | ayslogfiter_aix_def zyslog fitter aix default aixerrpt
Edit | svslogfiter_aix_def_plus_ErrorClazs | syslog fiter aix default plus ErrarClass | aixerrpt
Edit | svslogfiter_aix_mapping zvslog fiter aix mapping seul aixerrpt
Edit | svslogfiter_linux yzlog fiter far linux with syslog-ng linuzsyslogng
Edit | syslogfiter_linux_def zyslog fitter linux default i syslogng
Edit | svyslogfiter_linux_def_plus_facility syslog fitter linwx default plus facility linuxsy=logng
Edit | svyslogfiter_linux_vide ayslog fitter linux vide iz syslogng

Figure 5-42. Syslog Filters configuration window

Note  See Create / Edit / Delete Resources, on page 19 for details.

To create a syslog filter, click the New Filter button, the following page is displayed:

Syslog Filter object

MSE I Isyslugfirted

descrigtion Isyslng fitter
Syslog filter attributes
syslog fiter type | © tocsystogng C ap-erpt

Figure 5-43. Common Syslog Filter properties
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Set the syslog filter type attribute to LINUX-syslogng.

As shown in the following example, the Linux Syslog Filter properties are displayed:

Syslog Filter object

MSme I Isyslugfirter_linux

description Isyslng fitter far linux with syslog-ng
Syslog filter attributes

syslog fitter type I % | INUK-syslogng ' Al-ermt

LINUX-syslog-ng Filter

v EMmergency ¥ alert 2 critical ] errar

it r NYEFTING [ notice [ infarmational 1 debug
M kernel ™ userdevel ™ mail
3 zystem dasmons 73 authorization r zysiog
r line printer F network news r Luc
tacilty r cran [ secutityiauthorization r ftp
r ritgy r aLdit I console
™ clack I Jacaio I locan
™ localz I localz ™ Jocald
I locals I™ locas I tocar

Figure 5-44. Linux Syslog Filter properties

Set the level list by checking the buttons.

If no level button is checked, no filter is applied on level attribute.

Set the facility list by checking the buttons.

If no facility button is checked, no filter is applied on facility attribute.

Chapter 5. Configuring Supervision

139



5.43.2

140

Configuring Host

To configure hosts, click the hosts item in the Monitoring part of the Supervision tab. The list
of configured hosts appears, as in the following example:

Hosts Supervision

Mame platfarm C i model netiame

Edit | FRCLZ3105 - System Management Server | ather FRCLZF10S5 | windoves
Edit | sixHw4 - P, ather 172.31 5097 | aix

Edit | froleE260 - SystemManagement Agent | other 129182 E6.33 | linux

Edit | hvw453nsm - SyatemManagement Server | ather 17231 8097 | aix

Edit | linuxRedHat - P, ather 172.31 5060 | linuwx

Edit | rhad.frelbull fr | - Systemianagement Server | ather 17231 5060 | linux

Figure 5-45. Hosts configuration window

Note  See Create / Edit / Delete Resources, on page 19 for details.
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As shown in the following example, edit a linux host.
Set the Syslog Monitoring attribute to Yes or No.

Select a Syslog Filter in the list: only Syslog Filters of LINUX-syslogng type will be proposed.
If no Syslog Filter is selected, no filter is applied.

Host object

This host can only be deleted frorm the menl
Topologw'Hosts Definition'Other hosts.

Name I linuxRedHat

miociel other

0% family Liruz family
Management attributes

hiost management = active { inactive
ping checking ® vez O g
Hardware monitaring i Yes & Mo
Operating Syatem montoring i Yes @ Mo
Storage monitoring « Yes 9, Mo
irtualization monitoring * ves © o
Metswork monitaring ¥ Yes (] M

Powver monitaring o Yes ® Mo
Syslog monitoring attributes

Syslog Monitoring o Yes 8 Mo

Syslag Filter E yslogfiter linux ﬂ

Hotification attributes

syslogfiter_linux
yslogfiter_linux_def
syslogfiter_linux_def_plus_facility
yslogfiter_linux_vide

notifications enakled

enakle SMMP trap

nictification period

| 2457 |

re-natification interyal
notify it dowwn
nictify if unreachable

nictify if recovery

e-mail
contact groups

I mn [ O mn by default if emgty

t‘;"‘rfnas tﬁNu:u
II!';h“r‘nas an:l
Ir:h“r’es an

Selected Objects

Al Objects

mot-admine | -~
mit-report

== A |
Remove == |
=

Figure 5-46. Host monitoring properties
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5.4.4 Example: Monitoring Aix Host

5.4.4.1 Creating Aix Syslog Filter

To edit syslog filters, click the Syslog Filters item in the Monitoring part of the Supervision
tab. The list of configured syslog filters appears, as in the following example:

Syslog Filters

New Fiter

fittet name dezcription
Edit | svslogfiter_aix svslog fitter for aix with errpt aixerrpt
Edit | syslogfiter_aix yzlog fiter aix on ErrorClassH,= aixerrpt
Edit | svyslogfiter_aix_Errorld zyslog fitter aix on Errorld aixerrpt
Edit | svslogfiter_aix_ErrorLakel zyslog fitter aix on ErrarLakel aixerrpt
Edit | syslogfiter_aix_def zyslog fitter aix default aixerrpt
Edit | =vslogfiter_aix_def_plus_ErrorClass | syslog fiter aix default plus ErrorClass | aixerrpt
Edit | svslogfiter_aix_mapping zyslog fitter aix mapping seul aixerrpt
Edit | =yslagfiter_linux ayslog fitter for linu with syslog-ng linusy=logng
Edit | syslogfiter_linux_det zyslog fitter linux default linsyslogng
Edit | svslogfiter_linux_def_plus_facility zyslog fitter linuy default plus facility lirLesy=logng
Edit | syslogfiter_linux_vide yzlog fiter linux vide linuzsyslogng

Figure 5-47. Syslog Filters configuration window

Note  See Create / Edit / Delete Resources, on page 19 for details.

To create a syslog filter, click the New Filter button, the following page is displayed:

Syslog Filter object

name I |3'fsll:ugfirter|

description IS':.-'SlI:Ig fitter
Syslog filter attributes
syslog fiter type | © Lruceysiomng " aix-erpt

Figure 5-48. Common Syslog Filter properties
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Set the syslog filter type aftribute to AlX-errpt.

As shown in the following example, three Aix Syslog Filter properties are displayed:

Syslog Filter object

TISmE I Isyslugfirter_aix
description Isyslng filtter for aix with errpt
Syslog filter attributes
syslog fiter type I ' LINUK-syslogng * alk-errpt
AlX-errpt Filter
errpt [ syslog mapping
Hardwate | lacall j
Software | locall j
class | facility mapgping
Informationsl I local? j
Undetermined I local3 j
Pending | alert j
Performance | critical j
Permanert | errar j
type §level mapping
Inkncsam | errar j
Tempor ary | WEFRInG j
Infarmational Einformational v
EMEFgEncy
errpt filter alert
fiter scope " Errorid ' ErrorLak) ScHl
Error
sErning
niotice

debugy

Figure 5-49. Aix Syslog Filter common properties

The class/facility mapping and type/level mapping properties are displayed with a default
value. Each mapping can be modified by selecting a value in the proposed list.

Set the filter scope by checking a button to select one of the three values. If no button is
checked, no filter is applied, only mapping.
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If Filter scope is setted to Errorld, two more properties are displayed, as in the following
example:

Syslog Filter object

MSme I |s'fsh:|gfirter_aix
dezcription |s'fsln:|g fitter for aix with errpt
Syslog filter attributes
syslog fiter type I ' LNUK-sysingng & alerrpt
AlX-errpt Filter
errpt / syslog mapping
Hardware I locald j
Software | localt j
clazs [ facility mapping
Imfarmational | lacal2 j
ncletermined | locals j
Pending I alert j
Performance I critical j
Permanent I errar j
type flevel mapping
nknowen I errar j
Temporary I W ArInG j
Informatioral | information:al j
errpt filker
fiter scope 1% Errorld ' ErrorLabel " Cther
|FEiEIFEIEiEIE|,FTFA22CEI

filttered Errarld list
Lizte of Errorld values separated with comma and without any space

include ! exclude the list " incluce @ exclude

Figure 5-50. Aix Syslog Filter Errorld properties

Set the filtered Errorld list with a list of Errorld separated with comma and without space.
If the Errorld list is empty, no filter is applied on Errorld attribute.
Set the include/exclude the list property by checking a button to select one of the values:

e include: only the events whose Errorld value is in the filtered Errorld list will be
forwarded,

o exclude: only the events whose Errorld value is not in the filtered Errorld list will be
forwarded.
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If Filter scope is setted to Errorlabel, two more properties are displayed, as in the following

example:

Syslog Filter object

Name I syslogfilter_aix

dezcription Isyslag filtter for aix with errpt
Syslog filter attributes
syslog fiter type I ' LINUH-syslogng @ alermt
AlX-errpt Filter
errpt [ syslog mapping
Hardhware | locald j
Software I lozal j
class [ facility mapping
Infarmationsl I local2 j
Incletermined | locals j
Pending | alert j
Performance I critical j
Permanent I errar j
type fevel mapping
nknosvn | error j
Tempoarary | WRrning j
Infarmational I informational j
errpt filter
fitter scape " Errorld & ErrorLabel " Cther

|DMPCHK_NOSPACE,.J2_FS_FLILL
Lizte of ErrorLabel values separated with comma and wvithout any space

fitered ErrorLakel list

include | exclude the list e e 1 enclude

Figure 5-51. Aix Syslog Filter ErrorLabel properties

Set the filtered Errorlabel list with a list of Errorlabel separated with comma and without

space.

If the ErrorLabel list is empty, no filter is applied on Errorlabel aftribute.

Set the include/exclude the list property by checking a button to select one of the values.

e include: only the events whose Errorlabel value is in the filtered Errorlabel list will be

forwarded,

o exclude: only the events whose Errorlabel value is not in the filtered Errorlabel list will

be forwarded.
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If Filter scope is setted to other, three more properties are displayed, as in the following
example:

Syslog Filter object

Name I Isyslugfilter_aix
description Isyslug fiker for aix with errpt
Syslog filter attributes
syslog fiter type I C LnUx-sysloong & apcermt
AlX-errpt Filter
errpt / syslog mapping
Hardware I locald j
Software I loc:al j
clazs { facility mapping
Infarmational | local2 j
Undetermined I local3 j
Pending Ialer‘t j
Petformance I critical j
Permanent I error j
type ! level mapping
Unknowwn I error j
Temporary | W ArnIng j
Infarmational I informational j
errpt filter
filter scope " Errord " ErrarLabel & Cther
v Hardware
¥ Software
ErrarClazs
[1 Informational
I Uncetermined
v Pending
V¥ Performance
[ Permanent
ErrarType
[l Unknowen

r Tempoarary
B Informational

fdumpcheck,5vS.2]
Liste of Rezourcehlame values separated with comma and without any space

ResourceMame list

Figure 5-52. Aix Syslog Filter other properties

Set the ErrorClass list by checking the boxes.

If no ErrorClass button is checked, no filter is applied on ErrorClass attribute.
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5.4.4.2

Set the ErrorType list by checking the boxes.

If no ErrorType button is checked, no filter is applied on ErrorType attribute.

Set the ResourceName list with a list of ResourceName separated with comma and without

space.

If the ResourceName list is empty, no filter is applied on ResourceName attribute.

Configuring Host

To configure hosts, click the hosts item in the Monitoring part of the Supervision tab. The list
of configured hosts appears, as in the following example:

Hosts Supervision

Edit | FRCLS3105 - Systemn Management Server | other FRCLEF0S | windows
Edit | aixHw4 - PiA, ather 172.31 5097 | aix

Edit | frols6260 - SystemManagement Agent | ather 129182633 | linux

Edit | hw453nsm - SystemManagement Server | ather 172318097 | aix

Edlit | linuxRedHst - PiA, ather 172.31 5060 | linu

Edlit | thS4 feclbull fr | - SystemManagement Server | other 17231 5060 | linux

Figure 5-53. Hosts configuration window

Note

See Create / Edit / Delete Resources on page 19 for details.
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As shown in the following example, edit an Aix host.
Set the Syslog Monitoring attribute to Yes or No.

Select a Syslog Filter in the list: only Syslog Filters of AlX-errpt type will be proposed. If no
Syslog Filter is selected, no filter is applied.

Host object

Thiz host can only be deigted from the menly
TopologwHosts Defintion Other hosts.

Name IaixHM

mociel other

05 family Al family

Management attributes

host mansgement @ active T inactive
ping checking g Yes o Mo
Hardware monitaring C Yes k- Mo
Cperating System montoring i« Yes & Mo
Storage monitoring 0 Yes 9 Mo
Yirtualization monitoring & vz O g
Metswwork monitaring G Yes 8 Mo

Powver monitoring i« Yes C Mo
Syslog monitoring attributes

Syalog Monitoring 0 Yes { Mo

Syslog Fiter Esyslugfirter_aix ﬂ
Hotification attributes

zyslogfiter_aix

=yslogfiter_aix

zsyslogfiter _aix_Errorld
=yslogfiter_aix_ErrarLakbel
syslogfiter _aix_def
=yslogfiter_aix_def plus_ErrorClass
syslogfiter _aix_mapping

niotifications enskled
enable SRMP trap
niotification period

re-notification interwal

148

e-tmail
contact groups

notify if dowen 0 Yes 9 Mo
niotity it unreachakle 0 Yes @ Mo
niotify if recovery C Yes (] M
Selected Object= Al Object=

mgt-report

== Add |
Remove == |
=

mgt-adming =

Figure 5-54. Host monitoring properties
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Chapter 6. Configuring Supervision Event Reception

Bull System Manager can receive SNMP traps from any SNMP agent. This chapter
explains how to configure Event reception. This configuration consists in integrating a MIB
and enabling or disabling the SNMP trap receiver service.

6.1 Integrating MIBs

To receive the SNMP traps from specific equipment, the equipment MIB must be integrated
into Bull System Manager.

By default, some MIBs are integrated in the Bull System Manager solution.

To display SNMP MIBs, click the Mibs link under Event reception function in the Bull System
Manager Console. The following display appears:

SNMP MIBs integration

Help on SMMP MIBs integration

MIB file [ qtion
Edit | PAMEventtrap.mib | MIB PAM MovaScale S000 and B000 series | PAM Aletts

Edit | SmSnmg.miks MIB Mova=cale 3000 series Hardware Aletts
Edit | hasebrd5_w1 mib | MIB SKMP 1 NovaScale 4000 series Hardware Aledts
Edit | basebrds_v2.mib | MIB SKMP V2 NovaScale 4000 series Hardware Alerts
Edit | bmclangpet.mil MIB for PET everits Hardware Alets
Edit | mmalert.mik WIB Chitd MovaScale Blade series Chitl Alerts

Figure 6-1. Default SNMP Mibs integration

To display and change the SNMP MIB properties click the Edit link:
SNMP MIBs integration

[ o [ oo [ ool

MIB file: PAME enttrap . mib
description MIB PAM MovaScale S000 and 6000 seties
Maonitoring Service PaM.Alers

SHMP traps customization

Trap name Trap severity

bullPamCriticalTragp

bullPamSuccessTrap

BullPamyarning Trag I minor - I

bullPamintaTragp

Enter the required data and click Ol. Thig may take a few minutes.

Figure 6-2.  SNMP MIB integration Edition
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MIB Properties ~ Description

MIB file MIB file name. This name must be suffixed by .mib.

description MIB description.

Monitoring Monitoring category and service (e.g. in PAM SNMP traps will be
Service visible in the BSM Console Management tree under PAM Alerts.
Trap name SNMP trap name as defined in the MIB.

Trap severity TRAP severity as defined in the MIB or customized by the Administrator.
If not specified in the MIB, severity is set to normal by default.

Note: Trap customization consists in modifying the displayed trap
severity value if this value is not pertinent. Select a value in the select
box (normal, cleared, critical, indeterminate, major, minor, warning or
informational).

Table 6-1.  SNMP MIB properties

Click OK to validate the changes, Delete to remove the MIB, or Cancel to leave the
infegration unchanged.

Trap customization may be not effective if the following message appears:

SHMP trap= customization
Mote: The SMMP traps customization may not be taken into account. The trap severity, below, can be
overwtitten by another value. (See Administration Guide)

Figure 6-3.  SNMP trap customization message

In some cases, the severity of the trap is determined by a specific independent procedure
(for instance, it may be extracted from an attribute of the trap).

To integrate a new MIB, click New MIB and initialize the name of the MIB file, the
description and the Monitoring service.

Please note that:

e the MIB file must be installed in the following directory:
<Bull System Manager server Installation Directory>/engine/etc/snmp/mibs
e the Monitoring service (category and service) must be created before MIB integration.

See Creating an Alerts Service, on page 115, for details about creating a new Alert
Service.
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6.2  Controling the Trap Receiver

To control the SNMP trap receiver process, click the Control link under Event reception in
the Bull System Manager Console. The following display appears:

SNMP TRAP receiver

|Help on SHMP TRAP receiver

SHMP trap receiver port I |1 G2

Enable SMMP trap reception « Yes i Mo

Figure 6-4. Control SNMP trap receiver

SNMP Trap Properties Description

SNMP trap receiver  Port used to receive SNMP traps.

port Linux: the SNMP trap receiver is the snmptrapd process. Default
value: 162.
Windows: the SNMP trap service receives SNMP traps on port
162 and forwards them to the Bull System Manager snmptrapd on
port 1620.
Default value: 1620. This value may be changed to avoid conflicts
with other applications

Enable SNMP trap Enable or disable SNMP trap reception.
reception Default value: Yes.

Table 6-2.  SNMP trap properties
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Chapter 7. Configuring Performance Indicators

7.1

This chapter explains how to define a performance indicator in the Bull System Manager
configuration.

Configuring Reporting

A performance indicator is collected regularly, every 5 minutes, from Bull System Manager
monitoring data or from the SNMP protocol.

Bull System Manager Reporting creates an HTML page (every 5 minutes) representing the
evolution of the indicator on four graphs: daily, weekly, monthly and yearly.

Indicators can be displayed by clicking the Reports button on the Bull System Manager
home page.

Bull System Manager Monitoring checks that Bull System Manager service (used memory,
used cpu, number of users) values are limited to specific thresholds. This information is used
to get certain service values at regular intervals for Reporting functions.

BSM monitoring information, associated to a service, may contain more than one value
inside the returned string. Each of these values (up to three) can be a filter associated to a
performance indicator.

As administrator, you can specify the target host and service (and filter name when the
service is a BSM monitoring service) for which values are to be retrieved. Note that it is
possible, using BSM monitoring collect, to select several hosts for a given report indicator.

On a Windows host, the services that can be used to create performance indicators are:

SystemLoad.CPU: total CPU load percent over 10 minutes. This service has only one
filter, named "used”.

SystemLoad.Memory: memory usage percent (i.e. the sum of physical and virtual
memory, also known as commit charge). This service has only one filter, named
"used”.

LogicalDisks.C: the percent of used space for the local disk C. This service has only
one filter, named “used”.

LogicalDisks.X: the percent of used space for any logical disk (named here X)
associated with the LogicalDisks.X service (clone of the LogicalDisks.C predefined
service).

On a Linux host, the services that can be used to create performance indicators are:

SystemLoad.CPU: total CPU load percent over 5 minutes. This service has three filters

named “cpuSmn”, “cpu15mn” and “cpulmn” corresponding to cpu percent over 5
min, 15 min and 1 min.

SystemLoad.Memory: memory usage percent (i.e. the sum of physical and virtual
memory). This service has two filters named “used” and “freeMB".

Systemload.Users: the number of currently logged users. This service has only one
filter named “users”.
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o Systemload.Processes: the number of running processes. This service has only one
filtler named “processes”.

o FileSystems./usr: the percent of free (and not used) space for the /usr FileSystem. This
service has only one filter named “free”.

o  FileSystems.X: the percent of free space for any FileSystem (named here X) associated
with the FileSystems.X service (clone of the FileSystems. /usr predefined service).

An indicator may also be collected using the SNMP dialog between the Bull System
Manager server and the remote host. As administrator, you can specify the target host, the
oid for which the value is to be retrieved, the port and community used to dialog between
the Bull System Manager server and the target host.

Linux Requirements:

On the Bull System Manager server:
e the PHP-SNMP RPM must be installed.

On the remote host:

e the SNMP agent must be running

e SNMP configuration allows the Bull System Manager server to get data using SNMP
dialog.

For more details about requirements, please refer to the NovaScale Performance Indicator
Module in the Bull System Manager Installation Guide (86 A2 54FA). See also the Bull
System Manager User’s Guide (86 A2 55FA).

The following figure shows the page used to create a Performance indicator. Two collect
modes are available: Bull System Manager monitoring and snmp. The form differs
according to the selected collect mode (see the following figures).

name
Selected Hosts Al Hosts
*
- Md ALK _HY4
FRCL=8004
Remnve =r LPAR
nsTEzo =
status & actve T inactive

collect mocde I * Bsm monitoring C Snmp

BSM monitoring collect (Source)

Setvice II j
Tilter | = I

Graph information

graph title I

graph legend I

Figure 7-1. Indicator properties - BSM monitoring collect mode
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name I|

Selected Hosts Al Hosts

bl |
e (e
Remove == | | freis3104 fr ad bull net

v frelsdB20 frelbull e |
status @ active © inactive
collect mode I ' BSM montoring $%: snmp
snmp collect (Source)
relative C ves & g
poart 161
community Ipuhlic
ol ||
fesultiites [out 0=t 2 jeut - w1 2 Test fitter

[in unix =hell =yntax)

Graph information

graph title I

graph legend I

Figure 7-2. Indicator properties - snmp collect mode

Indicator Description
Properties
name Performance indicator name. All indicator names are displayed when, as

administrator, you select Reports from the Bull System Manager home page. When
you a given indicator name, you display the associated graphs.

host Name of the host in the Bull System Manager configuration. Note that it is possible,
using BSM monitoring collect, to select several hosts for a given report indicator.

status Reporting status (active or inactive)
Active status means that the collect of the indicator is started.
Inactive status means that the collect of the indicator is not performed.
Default: active

collect mode  If the collect mode is Bull System Manager monitoring, a service parameter is
required. Bull System Manager will refrieve the value from information collected by the
Bull System Manager monitoring associated with this service.
If the collect mode is snmp, the port, community, oid and result filter parameters are
required.
Default value: Bull System Manager monitoring.

service Available if the collect mode is Bull System Manager monitoring. A select box lists all
available services for the specified host (it takes into account the host list of each
service).

relative yes means that Bull System Manager Reporting reports a value calculated as follows:

the difference between the current and the previous value, divided by the elapsed time
between the two last readings (300 seconds).

“no” means that Bull System Manager Reporting reports the current value.

Default value: no.

port The port used to communicate with the remote snmp agent located on the specified
host.
Default value: 161.
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Indicator
Properties
community

oid

result filter

graph fitle
graph legend

Table 7-1.

Description

The community used to communicate with the remote snmp agent located on the
specified host.
Default value: public.

The oid for which the value is to be retrieved with snmp protocol. The oid must begin
with a . character and must be in numerical form as
.1.3.6.1.2.1.25.3.3.1.2.2 . The oid designates an instance.

Examples:

uptime oid is: .1.3.6.1.2.1.1.3.0,

oid for load of a specific processoris: .1.3.6.1.2.1.25.3.3.1.2.2

To check that you have specified a correct oid, click Get value to see the value of this
oid, retrieved from the snmp protocol.

You can also click Browse Mibs to find the correct numerical oid. Then click Select this
oid to automatically set the oid field in the form.

Defines a filter to extract the value of interest from the result returned by the snmp
request (which can be in text format). Click Get value for the result of the snmp
request, then specify the appropriate filter. Test the filter by clicking Test filter.

The filter expression uses Unix command syntax. It can be a series of piped cut d
commands.

Example: to extract the uptime value from the Timeticks fext: (26036090) 3 days,
0:19:20.90, specify cut -4 ‘=’ -f 2|cut -4 ")’ -f 2|cut -4 'd’
-f 1

Title of the graph. Example: SystemLoad.Memory on frcl1go.

Data unit (%used, days ...) as displayed on the vertical axis of the graph.

Indicator properties

Note for Bull System Manager server on Windows
The names of hosts and indicators listed by Bull System Manager Console Report are
displayed in lowercase in the Bull System Manager console even if they contain uppercase
characters in Bull System Manager configuration.
The internal files generated for reporting (for MRTG) have their name in lowercase
characters. This is due to the MRTG product on Windows, used by Bull System Manager
server to generate reports. Take care of not create two indicators with same string, one in
uppercase characters and the second in lowercase characters: an indicator will be
replaced by the other.
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You may specify a graph of several indicators, of same or different hosts:

graph_indic_name I Iplmiz1 _par_cpu

Selected Indicators Al Indicators
+Hpar - *
indicList nar 2+par?_UsedCP e= Add galilei+galilei_UsedCPU
_I lpar! +Hpar! _UsedCPU
ml Ipar2+lpar?_UsedCPU
LI plmiz1+plmiz1 _UsedPoal

petiod I I day - I

title: IILF‘.E-.H CPU (zystem plmiz1)

[

The result in the console is the following:

LPAR CPU (system plmizl)

Graph peniod © day (5 minutes average)

lparl+lpar]l usedcpu
] Oct Q2 2003 08:14

1120.0 M

8400 M -
560.0 1 f-

2E0.0 M Fo

CPU utilization

R e S e o :
6 2 4 & 8 10 12 14 16 18 20 22 0 2 4 & B

lpar2Hpar? usedcpu

12000 M — Eh:t: 02 :ZO:OEE C:B ::145
qo0.0 M f-
6000 N {--

3000 M f

CPU utilization

0.0 M
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7.1.1 Example: Configuring an Indicator from Bull System Manager
Monitoring Data

In this example, we assume that the service associated with the indicator is already defined
(explicitly or by default).

1. Click Reporting >Indicators: the defined indicators are listed with details.

2. From the Indicators page, click New to edit a new indicator.
—  Enter the name, for example 2703 cpuload.
—  Select the host on which the indicator will be measured, for example FRCLS2703.
- Select the Bull System Manager Monitoring collect mode.

—  Select the SystemlLoad.CPU service. Select a filter (here used). The graph title
automatically displays SystemLoad.CPU (windows) and the graph legend displays
used.

—  Click OK to validate the definition.

3. When dll indicators are defined, click Save & Reload to save and launch the new
reporting configuration.

MEMme I IQ?DS_c:puln:nad

Selected Hosts All Hosts

FRCLSZ2703

hiost == Ao

ST03

—I FROLSZ;
Remove == | FRCLSS004

=i LPART |

status ® active U inactive

collect mode I * peMmonitoring  © snmp
BSM monitoring collect (=ource)

Setvice II Systembload CPU (windowes) ;I

fitter I uzed vI

Graph information
graph title ISystemLDad.CF‘Ll [windows)

graph legend Iused

Figure 7-3. Indicator properties - example
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7.1.2

Example: Configuring an Indicator from SNMP Protocol

In this example, we assume that SNMP dialog is available between Bull System Manager
server and the remote host.

Click Reporting -> Indicators: the defined indicators are listed with details.

From the Indicators page, click New to edit a new indicator.
—  Enter the name, for example 2703 _uptime.

Select the host on which the indicator will be measured, for example FRCLS2703.
Select the snmp collect mode.

Choose yes for relative because the value of interest to be reported is the number
of input bytes per second.

Maintain the default port and community values, which are 161 and public.

Click Browse Mibs to find the oid corresponding to systUptime. When the oid is
found, click Select this oid to complete automatically the oid field. See details in
Browse Mibs Details, on page 160.

Click Test filter to check that the default filter is correct for extracting the value of
interest from the returned text. If not, append piped cut commands and test again.

Complete the graph title with Uptime frcls2703.
Complete the graph legend with days.
Click OK to validate the definition.

When all indicators are defined, click Save & Reload to save and launch the new
reporting configuration

Name I|2?03_uptime
Selected Hosts All Hosts
3.frelhull fr frolz2681 frelhull fr -

Eah clz2703.frelbullfr
frcls3104.fr ad bull net —J
frolz4820 frelhul fr
frelsg2e0 frolbulr x|

status % active T inactive

collect maode I " Bam manitoring g SNmp

Snmp collect (Source)

relative * ves o

poort 161

GOty Ipublic

oic II'I 3612113 Brovvse Mibs
E;?:;"‘;;Eu sy feut o=t 2 jout -0 1 2 Test fitter
Graph information

gragh title IUptime frels2703

graph legend

Idays

Figure 7-4. Defining a new indicator
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The report associated with this indicator is similar to the following:

IfInOctets on frels2703

The statistics were last updated Wednesday, 6 October 2004 at 16:28

"Daily’ Graph (5 Mmute Average)
Oct 06 2004 16:25

4d.0 kK

33.0 K

Z2.0 K

octets/sec

11.0 k

0.0 k
8 10 12 14 16 16 20 22 0 2 4 6 § 10 12 14 16

Max 402k Avwerage 74030 Current 11490

"Weekly' Graph (30 Mmute Average)
Oct 06 2004 16:13

12.0 k
2 9.0k
W
T
760k
Lol
K]
2 3.0k
0.0 k

Tue Wed Thu Fri Sat Sun Mon Tue Wed

Max 110k Awerage 93510 Cumrent 110k

"MMonthly' Graph (2 Hour Average)
Oct 06 2004 15:03

4.0

3.0

2]

Figure 7-5. Indicator graphs

7.1.3 Browse Mibs Details

The Browse Mibs function allows you to navigate in the mibs tree. The entry point is
.iso.org.dod.internet (.1.3.6.1).

Tree of internet

.
directary  [.1.3.6.1.1
et A361.2
experimental [1.3.6.1.3
private  |1.36.1.4

security | 1.3E615

znmpve (13616

Figure 7-6. Browse Mibs: mibs tree
To define a new mib, enter the definition under the following directory:

e Linux: /usr/share/snmp/mibs
e Windows: <Bull System Manager install dir>\engine\usr\share\snmp\mibs
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The mibs tree is similar to the following:

directory
mgmt
mib-2 (.1.3.6.1.2.1)

experimental

ipv6TcpMIB
ipv6UdpMIB
femgmt (.1.3.6.1.3.94 ) (describes SanIT mib)
private
enterprises
ibm
ibmProd
supportProcessor
ibmMMRemoteSupTrapMIB (.1.3.6.1.4.1.2.6.158.3)
(describes traps for alert conditions detected by the
MM/Blades on Bladecenter hardware)
bull
infel
products
server-management
software
baseboardGroup5 (.1.3.6.1.4.1.343.2.10.3.5)
(the Intel Server Baseboard SNMP subagent for
monitoring baseboard components)
ucdavis
security
snmpV2

Currently, mib browsing reaches instances of mib resources (on a given host):

Tree of .1.3.6.1.2.1.2.2.1.10

interfaces ifTable fEntry iflnSctets .1 36121221101
interfaces ifTakle fErtry ifindotets 55539 | 1.36.1.21.2.21.1065539
interfaces.fTable ifEntry ifincctets 262145 | 1.3.6.1 .21 22110262143

Figure 7-7. MIB resource

When you click one of this instance, you get the value. Click Select this oid to complete
automatically the oid field in the indicator page.

The value of imterfaces.ifTable.FEntry.ifin0Octets.65539 ( .1.3.6.1.2.1.2.21.10.65539 ) on i5 :

Counter32: 1443541114

Figure 7-8. Select this oid button
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Snmp collect (Source)

relative Coves g

port 161

COmmunity Ipublic

aicl ||1 A61.21.2.21.1063539 drowese Mibe et value
E;Stl‘:i;m;:e” S fout = 2 jcut 0 1 2 Test fiter

Figure 7-9. Getting the oid property

7.2  Configuring export

7.2.1 Export daily information of a perf_indic

A Periodic Task can be configured to generate a daily repository file for each indicator.
Bull System Manager uses a CRON engine to schedule this task. The files are stored in a
WEB shared directory:

“http:/<BSM URL>/reporting/var/export2send”.

NB: the CRON task delete all files 30 days years older.
At installation, this specific task is always disabled. To enable it, proceed as follows:

Click the Periodic Tasks link in the Functionalities part of the GlobalSetting tab. The
“exportMrig” task is listed, as displayed in the following page:

| Mame: De=scription Perio Enabled

Edit | exporthirtg petiodic task to export METG metrics oo2z2*** no

Edit | updstelnventory petiodic task to update inventory go**= no

Figure 7-10. Periodic Tasks list
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To configure this task, proceed as follows:

1. Click the Edit link of the “exportMRTG” task. The list of its properties appears:
n BSM Contiguration "— H Save & Reload E Logout Q Help

Topology Third-Party Application  Supervision Console read/write access i

GlobalSettings Periodic task

Help on Task

Ok Cancel
BSM Server
Propeties niame IexportMrtg
descrigtion If::eriodic task to export MRTS metrics
petiod I|uu 2aErs
enable I " ves ™ Mo
Command description
command I HindexporthMRETSE_AllLsh
command parameters DEFAULT_PERIOD 24 -

Figure 7-11. exportMRTG periodic task properties

2. Modifiy the period if needed: the periodicity is defined on five fields as standard cron
format: <minute(0-59)> <hour(0-23)> <day of month(0-31)> < month(0-12) or names>
<day of week(1-7) or name>".

A field may be an asterisk (*), which always stands for 'firstlast': for instance "00 22
* * *" corresponds to a daily execution at 22h.

Range or list of numbers are allowed: for instance "8-11" in hour field specifies
execution at hours 8, 9, 10 and 11.

Steps can be used in conjonction with ranges or after asterisk: for instance "*/5" in
minute field specifies execution every five minutes.

See CRON Reference Manual to get detailed informations. By default the task is
scheduled daily at 22:00.

3. Enable the task. By default the task is disabled.

4. Choose the historical period for each file 24 hours or 48 hours. By default the value is
24.

5. Click OK to validate.
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7.2.2 Monitor and Notify by Mail the daily information of a perf_indic

Associated fo this daily files generation, a Nagios plugin can be used to notify by mail the
content of these files. Indeed, the “METROLOGY .exporfToNotify” monitoring service takes
each file present in the export2send directory, notify its content and move the file in
another WEB shared directory “http:/<BSM URL>/reporting/var/exportsent”.

To check monitor and notify export files, Bull System Manager provides the
METROLOGY .exportToNotify service template.

category service check_command check parameters

METROLOGY | exportToNotify | check exportMRTG | None

The METROLOGY .exportToNotify service template can be used as described in the

following example.

Example :

To apply the METROLOGY .exportToNotify service to a set of hosts, proceed as follows:

6. From the filter by HOST option select frcls6260, and click Apply.

7. Click the manage service link of the category in which you want to put this service.

8. In the Manage Service popup window, check Add from service template and select
the METROLOGY .exportToNotify service. Then click the add from the selected service

button.

9. If you do not use the filter by HOST option, change the host list with the name of the
Bull System Manager server (frcls6260).

10. You can change this service parameter:
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category METROLOGY

name I exportToMotify

dezcription Ilverify files to export to notify them
model any

O family any

host list expression II*
Monitoring attributes

status & active T inactive
Monitoring command attributes (for this service)

monitoring on evernt e Yes o Mo

monitoring by polling i« Yes e Mo

check command check_exporthMRTG
manitaring period I exporthours j
polling interval IS mn 5 mn by default it empty )

Hotification attributes (for thiz zervice)

Selected Ohjects All Ohjects

e-mail

cortact groups Lﬂddl refreper
Remove == |
[
enahle Bull autocall  ves @
enable SHMP trap & ves O g
notification period | 24x7 |
re-natification interwal IIII mn {0 mn by default it empty )
notify it wearning (o Yes . Mo
nictify if critical & ves O g
nctify if recovery & Yes Ic M

mot-adming |~
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The specific properties of this service are:
» The monitoring period: “exporthours” corresponding to 00:00 until 06:00 AM period
» The contact group: “mgtreport” which contains the contact “report” by default.

11. Click OK to validate the customization operation.

The monitoring service status looks as follows:

Senice Status Last Check Duration Information
2 files to expoart found for frels0564 . The first is
METROLOGY exportToHotify 0cl Oh Om S5 ago Ocd Ok Om S5 1237140902 METROLOGY _of _frols0564_cpu_on_frols0564 tat
to notify

The nofication mail looks as follows:

u

**x*x* Bull System Manager (nagios 3.0) *****
Notification Type: PROBLEM

Service: METROLOGY.exportToNotify

Host: frcls0564 Description: System Management Server
Address: frcls0564

State: WARNING

Date/Time: Thu Mar 12 18:12:04 2009
Information:

15 files to export found for frcls0564. The first is
1236875702 .METROLOGY_of_memoryused_frcls0564_on_frcls0564.txt to notify

Additional Info:
DATE: 1236875702 (2009-03-12 17:35:02 +01:00)

HOST: frcls0564
INDICATOR: memoryused_frcls0564
LEGEND: used

Last 48 hours metrology (every 5mn)

HH R R
1236875100 54

1236874800 54

1236874500 54

1236874200 53

1236873900 53

1236873600 53

1236873300 53

1236873000 53

1236702900 0O
1236702600 O

BSM link for this host:
http://<BSM netname>:10080/BSM/console/heading-
php/wrapper .php?panel=Services_status&host=Ffrcls0564&nodetype=host
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Chapter 8. Configuring Event Handler

This chapter explains how to define an event handler in a Bull System Manager
configuration. Event handlers are optional commands that are executed, on Bull System
Manager server, whenever a host or service state change occurs:

e UP, DOWN and UNREACHABLE states for a host
e OK, WARNING, UNKNOWN and CRITICAL states for a service.

The PENDING service state is an initial state. A service state cannot change info a
PENDING state.

Two main types of event handlers can be defined:
service event handlers and host event handlers.

8.1 Event Handler Definition

To configure Event Handlers click the Handler link in the EventHandler part of the
Supervision tab.

8.1.1 Host Event Handler

The following figure shows the form displayed to create a new event handler for a host.

handlet name II

description

Event handler definition

executable cammand II

handler type F hiost . SErVice
Selected Hosts Al Hosts
bl -
hosts list == Add frolz2681 frel bl fr
—I frls2 703 frol bl fr —
Remave == | frele3104.fr ad bull.net
- frelsdB20 frolbulfe x|
Event handler control
enable event handlier % waz 0 g
Figure 8-1. Host event handler creation
handler name event handler name.
description event handler description.
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Event handler definition
executable command full pathname of the command. The file must exist.

system command specifies if the command must be executed being root user.
This attribute is only displayed if Bull System Manager
server is running on Linux.

handler type handler type (host).

hosts list list of the hosts on which the event handler will be applied.

Event Handler control

enable event handler controls (enable/disable) the event handler.

Note  Several event handlers can be specified for a given host, in which case, commands will be
launched sequentially.

8.1.2 Service Event Handler

The following figure shows the form displayed to create a new event handler for a service.

handler name I I

deszcription

Event handler definition

executable command II

handler type  host @ service
Selected Services All Services
B | B
Erires s == Add AI}{Services.s*;.-'sln:!gd(ai:n_c-anyj
EventLog Applicationswindovws-any)
Remove == | EventLog. Securitywindows-any)
;I EvertlLog. System{windows-any) j
Selected Hosts All Hosts
B bul Al
hosts list == Add frole26a1 frol bull fr
_I frelz2 703 frel bl fr —
Remave == | froksa1 04 i ad.bull net
Rd frois4620 frolbulfr = |

Event handler control
enable event handler  (+ Yes O Mo

handler name event handler name.

description event handler description.
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Event handler definition

executable command
system command
handler type

services list

hosts list

Event Handler control

enable event handler

full pathname of the command. The file must exist on the Bull
System Manager server.

specifies if the command must be executed being root user.
This attribute is only displayed if Bull System Manager
server is running on Linux.

handler type (host).

list of the services on which the event handler will be
applied only for the hosts specified below.

list of the hosts on which the event handler will be applied.

controls (enable/disable) the event handler.

Note  Only one event handler can be specified for a service.

8.2 Event Handler Command

Event handler commands are shell or perl scripts. They can be bat files on Windows.

8.2.1 Host Event Handler Arguments

The script for a host event handler requires the following arguments:

<event-handler command> HOSTSTATE HOSTADDRESS

HOSTSTATE state of the host (UP, DOWN, UNREACHABLE)
HOSTADDRESS network address of the host
8.2.2 Service Event Handler Arguments

The script for a service event handler requires the following arguments:

<eventhandler command> SERVICESTATE HOSTADDRESS SERVICEDESC

SERVICESTATE

HOSTADDRESS
SERVICEDESC

state of the service (OK, WARNING, CRITICAL,
UNKNOWN)

network address of the host

service description (<category name>.<service name)

Chapter 8. Configuring Event Handler 169



8.3  Event Handler Templates

8.3.1 Host Event Handler

#1/bin/bash

# HOST EVENT handler

# arguments: $HOSTSTATE $HOSTADDRESS
# $l=state(UP,DOWN,UNREACHABLE)

# $2=host netname

case "$1" in
UP)
# action on UP state
DOWN)
# action on DOWN state
UNREA&hABLE)
# action on UNREACHABLE state

esac
exit O

8.3.2 Service Event Handler

#1/bin/bash
# Event handler template

# SERVICE EVENT handler

# arguments: $SERVICESTATE $HOSTADDRESS $SERVICEDESC
# $l=state(OK,WARNING,UNKNOWN,CRITICAL)

# $2=host netname

# $3=service name

# service state

case "$1" in
0K)

# action on OK state
WARNlhé)

# action on WARNING state
UNKNOWN)

# action on UNKNOWN state
CRITICAL)

# action on CRITICAL state

esac
exit O
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8.4

Sample Event Handler

#1/bin/sh
#
# Event handler script for restarting the web server on the local
machine
#
# What state is the HTTP service in?
case "$1" in
0K)
# The service just came back up, so don"t do anything...
WARNING)
# We don"t really care about warning states, since the
service is probably still running...

UNKNOWN)

# We don"t know what might be causing an unknown error, So
don®"t do anything...
CRITICAL)

# The HTTP service appears to have a problem - perhaps we
should restart the server...

echo -n "Restarting HTTP service..."

# Call the init script to restart the HTTPD server

/etc/rc.d/init.d/httpd restart

esac
exit O
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Chapter 9. Configuring Notifications

This chapter describes notifications sent by e-mails, autocalls or SNMP traps. The decision
to send out notifications is made at service and host monitoring level. Host and service
notifications are sent out when an anomaly or a recovery is defected.

Notification periods are specified at different levels according to requirements: 24x7,
workhours, nonworkhours, none (none disables notifications).

e Host and service notification period: defines when a notification is to be sent.

e Contact notification period for host alerts: defines when a notification about host
problems and recoveries is to be sent.

e Contact notification period for service alerts: defines when a notification about service
problems and recoveries is to be sent.

The notification period for service alerts and nofification period for host alerts define an on
call period for each contact.

It may be helpful to specify different times for host and service notifications. For example,
for a given contact, you can specify:

- no host notifications on weekdays

- service notifications on weekdays.

Notification periods should cover any time that the contact can be notified.

You can control notification times for specific services and hosts on a one-by-one basis as
described below:

The host notification period controls when Bull System Manager should send out
notifications regarding problems or recoveries for that host. When a host notification is
about fo be sent out, Bull System Manager checks that the current time is within the valid
notification period range. If the time is valid, Bull System Manager attempts to notify each
contact of the host problem.

Note

Some contacts may not receive the host notification if their nofification period for host alerts
does not allow host notifications at that time.
If the time is not valid, Bull System Manager does not send out the notification.

N mportant:

Time period settings allow you to have greater control of how Bull System Manager
performs monitoring and notification functions, but can lead to problems. If you are not
sure of the times to implement, or if you are having problems with your current settings, we
suggest the use of the 24x7 time: all times, every day of the week.

The host and service re-natification interval defines the time between two notifications about
the same resource.
The “notify if ..." options specify in which event a notification is to be sent:

-~ Host: down, unreachable, or when a recovery occurs.

- Service: warning or critical status, or when a recovery occurs.
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9.1 Notification by E-mail

Sending notifications by e-mail requires:

e access to a mail server

e enable email notification set to Yes under Mail server

e contact groups defined with a list of contacts

e contacts defined with a valid e-mail address

e valid and coherent notification periods at host/service, contact levels.

For each service, a Contactgroup specifies which contact group will receive notifications
for that service. Each Contactgroup can contain one or more individual contacts.

Each host may belong to one or more host groups. For each host group a Contactgroup

specifies which contact group will receive notifications for hosts in that host group. If a host
does not belong to a host group, notifications will not be sent for this host.

9.1.1 Mail Server

To access mail server configuration, click the Mail server link in the Notification part of the
Monitoring tab.

The way to create, edit or delete a Mail server is described in Create / Edit / Delete
Resources, on page 19.

Mail server configuration is different on Linux and Windows platforms.

9.1.1.1 Mail Server on Linux

On Linux platforms, the Bull System Manager server host is normally configured as a Mail
server. You have to check that sending mail is operational from the Bull System Manager
server host.

The following figure shows the form displayed to edit a Mail Server on Linux.

SErYer Name Illncalhnsﬂ (fully qualified domain name)

description Ithe local mail zerver (zendmail in general) is uzed.

SMTP port ||smtra

Hotification attributes (for all hosts)
enable e-mail notification Yes @ Mo

Figure 9-1. Mail Server properties on Linux

The enable e-mail notification property may be changed to enable or disable notification
by mail (default value: No).

Note  On a Linux Bull System Manager server, the server name and SMTP port properties are not
used and are therefore not editable. Only default information is displayed, which can be
different from the local sendmail configuration values.
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9.1.1.2

9.1.2

Mail Server on Windows

On Windows platforms, a mail server must be defined. Click New to create it.

The following figure shows the form displayed to edit a Mail Server resource on Windows

Server Name IIMSGA-DDZfrcI.buII.fr (fully qualified domain name)
description IE-maiI SErVEr

SMTP port ||25—

=zender email IEIuIISystemManager@bull.net

Hotification attributes (for all hosts)

enable e-mail notification Yes i« Mo

Figure 9-2.  Mail Server properties on Windows

Enter the name of the Mail Server (server name), which must be a fully qualified domain

name, and type a short description.
The SMTP port property is left unchanged. Default value: 25.

The enable e-mail nofification property may be changed to enable or disable the
notification by mails Default value: No.

A valid sender email must be specified in some secured network configurations. Otherwise,

the sending of an email will fail.

Contacts

A contact identifies the target of the nofifications sent by Bull System Manager.

To configure a Contact click the Contacts link in the Notification part of the Monitoring tab.

The following figure shows the form displayed to edit a Contact.

Mame I manager

description ISystem Manager mail contact
email I Imgr-admin@lucalhnst.I-:u:aldu:umain
Ho=t level notification attributes (for thiz contact)

notification period for host alets | 247 |

natify if host down & ves O o

ndtity if host unreachakle g Yes e Mo

notify if host recovery C Yes . Mo

Service level notification attributes (for this contact)
natification period far service alerts I 2457 j

ndtify it service warning C Yes & Mo

niotify if service critical g es o« Mo

notify if service recovery g es O M

Figure 9-3. Contact properties
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9.1.3
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Contact Properties
name

description
email

notification period for
host alerts

notify if host down
nofify if host unreachable
notify if host recovery

nofification period for
service alerts

notify if service warning
notify if service critical

notify if service recovery

Description

Short name used to identify the contact (user name).
Contact full name and/or description.

Contact e-mail address.

Time during which host notifications must be sent to this
contact. Possible values: 24x7, workhours, nonworkhours,
none. Default value: 24x7.

Notify contact when hosts are down? Default value: yes.
Notify contact when hosts are unreachable? Default value: yes.
Notify contact on host recovery? Default value: yes.

Time during which service notifications must be sent to this
contact. Possible values: 24x7, workhours, nonworkhours,
none. Default value: 24x7.

Notify contact on warning service status Default value: no.
Notify contact on critical service status? Default value: yes.

Notify contact on service recovery? Default value: yes.

Table 9-1.  Contact properties

Note  The manager contact is defined by default. In Figure 9-3, the e-mail address given is only

an example.

Contactgroups

A Contactgroup groups one or more contacts together in order to send out alert/recovery
notifications. When a host or service has a problem or recovers from a problem, Bull
System Manager notifies all the contacts in the contact groups concerned by the event.

To configure a ontactgroup, click the Contactgroups link in the Notification part of the

Monitoring tab.

The way to create, edit or delete a Mail server is described in Create / Edit / Delete

Resources, on page 19.

The following figure shows the form displayed to edit a Contactgroup resource.

Properties
MEkme I mgt-admins
description  |Mail contact list
Selected Contacts Al Contacts
manager | =
elemert lizt 2= -ﬂxdd
Remove == |
[

Figure 9-4. Contactgroup properties
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Contactgroup Description

Properties

name Name of the contact group containing contacts.

description Description of the resource. This description is just for information
and is not visible from the Bull System Manager Console.

element list List of contacts belonging to this contactgroup. The resources are

selected in the All Resources list and moved to the Selected
Resources list using the Add button, and vice-versa using the
Remove button.

Table 9-2.  Contactgroup properties

Note  The mgtadmins contact group is defined by default. It contains the manager contact. It is
used as main contact for all services and hosts and consequently, cannot be removed.

9.1.4 Example: Sending E-mail Notifications
To configure the e-mail notification mechanism, follow these steps:
Step 1: Start Bull System Manager Configuration.

Step 2: Configure the Mail Server (only if Bull System Manager Server runs on a Windows
system).

Step 3: Specify the mail address of the receiver.

Step 4: Reload the monitoring server to take into account the modifications.

9.1.4.1 Start Bull System Manager Configuration

See Starting the Configuration GUI, on page 9.

9.1.4.2 Configure the Mail Server

This step is required only if Bull System Manager Server runs on a Windows system.

1. From the Notification part of the Monitoring tab, click Mail server. The list of defined
mail servers is displayed. If no server has been yet defined, this list is empty.

2. Click New. The mail server form appears.

3. Enter the host mail server, e.g. clmail001.frcl.bull.fr. The smip_port used is
the default port for outgoing mail: 25.

4. Set the enable e-mail notification field to Yes.

5. Click OK to validate.
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9.1.4.3

9.1.4.4
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Specify the Mail Address of the Receiver

When a problem occurs on a host or service, Bull System Manager sends a notification to

contact groups, and not directly to contacts.

Note A contact group is a set of contacts, each contact represented by a mail address.

By default, Bull System Manager defines a contact group named mgt-admins, which

contains a contact named manager. As administrator, you can set up the email address of

the manager contact and/or add new contact groups and new contacts, according to
requirements.

1. From the Notification part of the Monitoring tab, click Contacts: the contacts list is
displayed.

2. Click Edit to modify default contact properties.

3. Complete the email field with the mail address where notifications will be sent. The
contact form is displayed.

4. Set the notification period for host alerts to 24x7 so that you are permanently notified
of host events.

5. Set the notification period for service alerts to 24x7 so that you are permanently
notified of the monitored service events.

6. By default, you will be notified of all events: host down, host unreachable, host
recovery (return to normal status), service warning, service critical and service
recovery.

7. By default, you will receive notifications for all services. If you want to receive
notifications only for some services, or for some hosts, you must edit the services or
hosts definition.

8. To receive noftifications at a second mail address, define another contact for this
address and add it in the mgt-admins group.

Reload the Server Part

Click the Save&Reload Button to apply modifications to the server part.
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9.2

Notification by Autocalls

Autocalls are XML files transferred to the Bull Remote Maintenance Center (GTS server).
Sending notifications by Autocalls requires:

e an access to a GTS server name (Bull Remote Maintenance Center)

e enable Bull autocall set to Yes under Autocall

g mportant:

Each service has an enable Bull autocall option that specifies if the nofification may be sent
by Autocall or not. The notification will only be sent if enable Bull autocall is set to Yes
under Autocall.

By default, enable Bull autocall is set to Yes only for the Alerts service. The Alerts service
receives SNMP traps from the NovaScale host.

Autocall Server

The Autocall server specifies the FTP parameters for the server that will receive the
autocalls. Autocalls are sent automatically by FTP without user interaction (silent mode). To
configure the Autocall server, click the Autocall Server link in the Notification part of the
Monitoring tab.

The way to create, edit or delete a Mail server is described in Create / Edit / Delete
Resources, on page 19.

The following figure shows the form displayed to edit an Autocall resource.

name IIfrcIS2BDD.frcI.bull.fr (netwark name)
description IEIuII maintenance relay server

FTP part ||21—

target directary IIIsessinn

Authentication attributes

lagin IlGTSadmin

pazsyward Iluu confirm |esss

Hotification attributes (to Bull Maintenance site & for all hosts)

notification period for service alerts Im

enable Bull sutocal © ves O g

Figure 9-5. Autocall properties

Autocall Properties Description
name Host name of the server that will receive autocalls.
description Server description.
FTP port The port on which this server will receive autocalls. Default value: 217.
target directory Directory pathname where autocalls are stored. Default value: /session.
login User name used by ftp to transmit autocalls.
password Password used by ftp to transmit autocalls.
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9.3

9.3.1
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Autocall Properties Description

notification period for ~ Time during which service nofifications must be sent to this contact. Possible
service alerts values: 24x7, workhours, nonworkhours, none. Default value: 24x7.

enable Bull autocall Enable the autocall mechanism? Default value: no.

Table 9-3.  Autocall properties

Notification by SNMP Trap

Notification by SNMP trap allows the integration of Bull System Manager within a global
management solution.
Sending notifications by SNMP Trap requires:
o the definition of at least one target of the SNMP trap packet (SNMP Manager),
e enable SNMP trap set to Yes under SNMP Manager,
o the availability of the snmptrap command on the Bull System Manager server:
—  Linux: this command is installed along with snmp tools (refer to the Bull System
Manager Installation Guide, 86 A2 54FA, for the package name).
—  Windows: this command is packaged with the Bull System Manager Server
delivery.

g mportant:

Each service has an enable SNMP trap option indicating whether SNMP Trap notification
may be used or not. The trap will only be sent if at least one manager has the enable
SNMP trap option set fo Yes. The trap is sent by the Bull System Manager server on behalf
of the managed host.

By default, all services allow SNMP Trap notification. To disable this feature on selected
services, you must set the enable SNMP trap option to No.

Note

SNMP Trap PDU format is SNMPv1. The mib (BSM-TRAP-MIB) text file is delivered under
<BSM installation directory>/engine/etc/snmp/mibs.

SNMP Manager

SNMP Manager defines a management platform that will receive the SNMP traps sent by
the Bull System Manager server.

Note

You are advised NOT to define the Bull System Manager host as the SNMP manager. This
configuration can lead to an unexpected situation with a loop in trap emission.

To configure an SNMP Manager, click the Managers link in the SNMP part of the
Monitoring tab.

The way to create, edit or delete a Mail server is described in Create / Edit / Delete
Resources, on page 19.
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The following figure shows the form displayed to edit an SNMP Manager.

hostname Ilmaria [network name)
dezcription ISNMF‘ manager (trap receiver)

SHMP trap receiver port IIF

COMMmunity I Ipubliu:

Hotification attribute (to this manager & for all hosts)

enable SMMP trap  ves & g

Figure 9-6. SNMP Manager properties

SNMP Manager Properties Description
name Host name of the management platform that will receive
the traps.
description Short description of the SNMP Manager.
snmptrapd port Port used to receive SNMP traps.
Default value: 162.
community SNMP community name.

Default value: public.
enable SNMP trap Enable SNMP Trap notification for this SNMP Manager.
Default value: No.

This value must be changed to Yes to allow SNMP Trap
notification.

Table 9-4.  SNMP manager properties

Notes
e You can define as many SNMP managers as you want. They will be all nofified.

e Ifthe message WARNING: snmptrap command not found is displayed during
Save and Reload, you must install the appropriate package to provide the snmptrap
command (refer to the Bull System Manager Installation Guide, 86 A2 54FA). SNMP
Manager configuration is not taken into account.

Chapter 9. Configuring Notifications 181



182 BSM 1.3 - Administrator's Guide



Chapter 10. Configuring NSCA

This chapter explains how to configure NSCA. NSCA functionalities (send_nsca and NSCA
daemon) are brought by NSCA server extension package.

Send via NSCA is used to configure sending of checks results to a remote monitoring
server (a BSM server or a central Nagios ) via NSCA protocol. The NSCA daemon must be
running on the remote server. The monitoring services must be defined as passive (attribute
'monitoring on event' set) on the remote server configuration .

Send monitoring results to a remote server
via NSCA protocol

Help on SEMD via MECA attributes

Delete

NSCA zerver name Ilrh54 [network name)

NECA port number ||1 SBET

enshie Send viaNSCA ves O g

Figure 10-1 Send via NSCA edition

SEND NSCA Properties Description
NSCA server name Remote server netname which will receive monitoring
results. The NSCA daemon must be running on this remote
host
NSCA port number NSCA daemon port number
Enable send via NSCA Enable send nsca mechanism. Default is no

Table 10-1 Send via NSCA properties

Reception via NSCA is used to configure the NSCA daemon listening for host and services
checks results from remote hosts. The monitoring services must be defined as passive
services in the BSM configuration
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Monitoring results reception
via NSCA protocol

Help on MSCA server

Cancel

MECA port numker ||1 SEET

enahle Reception via NSCA 0 Yes L i

Figure 10-2 Reception via NSCA edition

NSCA Reception Properties Description
NSCA port number NSCA daemon port number
Enable reception via NSCA Enable reception nsca mechanism. Default is no.

If it is set to yes, the NSCA daemon will be launched.

Table 10-2 Reception via NSCA properties
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Chapter 11. Customizing the Bull System Manager Console

This chapter explains how to customize the Bull System Manager Console. The following

customization tasks are described:

Choosing the BSM applications that can be launched from the Bull Tools Bar.

Specifying the user’s applications that can be launched from the Other Bar. These
applications may be any external web URL or any local command to the station on
which Bull System Manager Console is running.

Choosing the default view that will be loaded in the Console Management Tree.

Specifying the maps that will be displayed in the Bull System Manager Console.

Specifying very important monitoring services that will be displayed with their status in

the Bull System Manager Console Focus Pane.

The following figure shows an example of default view and applications bar customization.

@
@ Map
@ Alerts

BSM Tools

&

Bull Tools

File V“iews Tools

ﬂ Hosts

7B bull

7B FrRCLS1704

o frols 2681 frclbull i
7B frols31 040 ad bull.net
o B frels46200rclbull fr
o5 frolsB260.frcl bull fr
o[ galilei

0§ 1part

- {9 1parz

(-8 nsmaster

-l PL250R_vinlette
-l PLAAOT-L_Vesuve
A pimizt

7B pimizz

oIl staixas

o[ tyrex

Frr WO = WOORON = TOOORN e TOORE s NN = TN Fr= NN = OO = WO =

Figure 11-1. Customized default view and applications bar

To access Console customization functions, click Console under the domain tab.

Then click the corresponding link to activate one of the following functions: Applications,

Default view, Maps and Focus services.
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11.1  Specifying Applications
11.1.1 Bull System Manager Applications
Bull System Manager provides six Bull applications that can be displayed into the Bull Tools

Bar:

—  Bull Support (displayed by default)

—  ScVenusBPRSE (Bull Performance Report Server Edition)
—  BPREE (Bull Performance Report Enterprise Edition)

—  Application Roll-over Facility (ARF)

To display these Bull applications, proceed as follows:

1. Click the Applications link under the Console tab. The list of the available applications
is displayed:

Bull System Manager Applications

name description

Eclit | Buli Bull Support =] | Hitpcfsuppart bull.comd yes
Edit | BPRSE BPRZE hitp:Mbpr_serverbprse no
Edlit | BPREE BFREE hittp: Mbpr_serverbpes no
Edit | ARF Application Roll-over Facility http: farf _serveriarfwef no
Edit | scVEMNUS | scWERNUS ’ hittps: fecvenus _server: 3744 3enus html | no

Figure 11-2. Bull System Manager Applications

2. Click Edit for the Bull System Manager Application you want to display. The following
Properties form appears:

MAMme I BPRSE

description I BPRSE

image I n

LRL I Ir'rl'tp:ﬂhpr_serverJhprse

Dizplay ﬁyes C ho

Figure 11-3. Bull System Manager Application edition

Specify the URL if needed.
4. Check Display : yes.
Click OK.
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11.1.2  User's Applications

Other applications can be defined with either access to a web URL or the activation of a
command on the station where Bull System Manager Console is running.

To configure a new application, proceed as follows:

1. Click the Applications link under the Console tab.

2. From the Applications page, click New to edit a new application.

Specify a name and select an image from those proposed (this image will be used
as the application icon in the Applications bar).

For a web URL application: select external URL as application type and specify the
full external URL (Figure 11-4).

name Ilmeten

image I I fly qif ll !

application type I & cdernal URL © local command

LIRL Ilf'rl'tp:ﬂ'-.-ﬁ.fww.meten.fri

Figure 11-4. An application as a web URL

For a local command application: select local command as application type and

specify the command or executable that will be launched for each OS (Figure
11-5).

narme Ilnntepad
image II horme .gif LI E
application type I ' exdternalURL ™ local command

Local command attributes

Unix executable I

Windows 2000 executable Inntepad.exe

Windovys NT executable |

Figure 11-5. An application as a local command
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3. Click OK. The list of all customized applications is displayed.

Edit | notepad ﬂ local command | kAL

Edit | meteo ' external URL ey meteon fr

Figure 11-6. List of all applications

4. Do not forget to run Save & Reload.

11.2  Choosing the Default View

When Bull System Manager Console is started, the default view is displayed in the
Management Tree part. You can then load another view from the Load menu. At
installation time, the default view is the Hosts view. To change this default view, proceed as
follows:

1. Click the Default view link under the Console tab. The following display appears:

iy Hosts

i HostGroups

i Hardweare Manager
f" Storage Manager
i Wirtual Manacger

Figure 11-7. Choosing the default view
2. Select the required view and click OK.

3. Do not forget to Save & Reload in order to register your choice.
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11.3  Specifying Maps

Each hostgroup, platform and host can have a map representation. A hostgroup (or
platform) map is used to display their objects (hosts or hostgroups), animated with their
status, at specified positions on the map. A host map is usually used to display an image of
this host. In a map, each object can be represented by an icon or a rectangle (with or
without a label).

To create or modify a map, click on the Maps link in the Console tab. The following page
is displayed:

Bull System Manager Maps

Mame: description default map | map

Edit | BSM Bull System Manager elements o ves
Edit | Linux_hosts hosts group i ves
Edit | Windowes_hosts hosts group i VES

name description map

Edit | charhdl linux zerver Ve
Edit | coda System Management Server no
Edit | frels2681 linuz server no
Edit | frclsa205 windowes host no
Edit | frels6260 linux zerver no
Edit | frclsg004 windows server no

This page displays all the objects which can have a map. It allows you to edit a specific
map and to specify which map is the default map.

To edit a map, just click the Edit link of the chosen obiject (for example the hostgroup BSM).
The following map editor is displayed:
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Selected Map : Delete Cancel

From this editor you can display each object belonging to the chosen hostgroup, you can
specify a background image (geographical image, machine image ...), you can move or
resize each object with the mouse.

Commands Description
Map Obijects Displays all the objects of the chosen hostgroup, a map title object
and an empty object.

Allows you to choose the object you want to display.

Edit Allows you to remove a selected object from the map.

Background Allows you to choose the background image.

Style Allows you to choose the representation style of an object.
Three styles are available: Icon, Rectangle, No label (rectangle
without label).

FontSize Allows you to change the font size of a label

Some examples of map displayed in the Bull System Manager Console:
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11.4  Specifying the Focus Pane
It may be useful to survey the status of very important monitoring services. The Bull System

Manager Focus Windows, displaying the status of defined focused services, allows you to
do so.

[
To display the Bull System Manager Focus window, you have just to click on this icon
from the Bull System Manager Console.

The following figure shows an example of a Bull System Manager Focus window.

/3 Bull System Manager 1.2.2 - Focus - coda - Ml 10 x|

K2? BSM Focus v

G hEakeEE

i1 HOSTS
Reporting
atars Trends |
13-01-2010 12:14:05

120 zeconds

Services

WMRARHING

Figure 11-8. BSM Focus window

The following figure shows the form displayed to edit a focused service.

MEkme I IfrclsEEED_n:pu

description I
hiost I I frolsB260 - I
SEIYICE I I Systemblosd . CPU j

Figure 11-9. Focused service properties

Focused Service Properties Description

name Focused service name.

description Short description of the focused service

host Host associated with the focused service.

service Monitoring service (already configured) associated

with the focused service.

Table 11-1. Focused service properties
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Click OK to display the list of all focused services.

| MEme dezcription

Edit | frols2681 _cpu i, frols2681 | Systemlosd CPU

Edit | frol=2681 _memory | ML, frolz2681 | Systembosd Memary

Edit | frel=6260_cpu i, frols6260 | Systemlosd CPU

Edit | frel=6260_memory | ML, frolz6260 | Systembosd Memary
Figure 11-10. List of all focused services
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Chapter 12.  Configuring Local Settings

This chapter explains how to configure access to the Bull System Manager applications or
to configure functional features of Bull System Manager.

12.1  Configuring BSM Server

To modify BSM Server characteristics, click the Properties link under the BSM Server item.
The following form is displayed:

B=M zetver netname Ifru:ls‘l 704

HTTF pott |1 Qo0
HTTPZ port |1 0443

Figure 12-1. BSM Server properties

Properties Description
BSM Server netName Resolved network name used to reach the Bull
System Manager server.
This value is used by the BSM Agent to send its
Inventory information, and also in the notifications
sent by mail which contain the BSM console URL to
access more information.

HTTP port Port used to reach the Bull System Manager server
with non secured HTTP protocol.

HTTPS port Port used to reach the Bull System Manager server
with secured HTTP protocol.

Notes When the ports number (HTTP, HTTPS) are modified, the Apache service must be

restarted to take the new values into account.

e To use secured HTTP protocol (if your Apache server is not already secured with SSL),
you have to edit the file <Bull System Manager_install_dir>/core/etc/sysmgt-
httpd.conf and uncomment this line:

# Include "<Bull System Manager_install_dir>/core/etc/sysmgt-ssl.conf

The sysmgt-ssl.conf file uses a private key and a self-signed certificate, which are
automatically installed for apache during the installation of Bull System Manager.
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12.2  Configuring Users & Roles

Bull System Manager applications must be authenticated, with an Apache user defined on
the server part. The authenticated user is used to apply a user profile or role defined by
the Role Base Management system.

Notes

This User configuration is used not only by the BSM local console, but also by the BSM
global console.

e Moreover, in the case of a distributed BSM solution, the different BSM servers MUST
be configured uniformally with the same User and role.

Four roles, with distinct rights, are defined in Bull System Manager Server, as described

below:
BSM Console
global Host Host
Role BSM BSM monitoring Monitoring Remote
Configuration | Control | control menu | control menu | Operation
(at the tree menu
root)
Administrator | Write Yes Yes Yes Yes
BSM- Write Yes Yes Yes No
Administrator
System- ReadOnly No No Yes Yes
Administrator
Operator ReadOnly No No Yes No

Table 12-1. Users, Roles and Functions

At installation time, three users are created and registered in the Role Based

Management::

User Password Role
bsmadm bsmadm Administrator
nagios nagios Administrator
guest guest Operator

The administrator then can modify or register the other users of the Bull System Manager
Applications.

& mportant:

At least one user MUST always be defined with the Administrator role, to be able to
configure Bull System Manager.
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Notes

e The Users & Roles function is applicable to all Bull System Manager server Windows
and Linux platforms, except on Linux platforms with a PHP lower than 4.2.2 (Red Hat
7.3).

In this case, use Administration commands to add/update Bull System Manager users.

e  From NovaScale Master Release 4.0, roles are exclusive to users.

To configure a user, proceed as follows:

1. Click the Users & Roles link of the LocalSetting tab. The list of the configured users
appears:

Edit | bamadm Administrator
Edit | guest Operatar
Edit | nagios Administrator

Figure 12-2. Users allowed accessing the Bull System Manager Applications

2. From the Users & Roles page, click New to edit a new user. This menu appears:

LIZEF MEme II

user_passord II confirm I

Lser role I A;ministratnr LI Full Adminiztrator: can manage BSM solution and supervized
systems

Figure 12-3. Users & Roles properties

Enter the user name.

—  Enter the password,

Select the exclusive role associated with this user.
Click OK to validate.

3. Repeat step 2 for each user to be configured. New configured users are now
displayed in the Users & Roles page.

Note

Check that the user has not opened a Bull System Manager session before you Save &
Reload role modifications as the user’s current session may become unstable.
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12.3  Configuring Active Features

At installation, the Monitoring feature is always enabled. To disable it, proceed as follows:
To disable the Monitoring feature, click the Active features link in the Functionalities part of
the LocalSetting tab. The features, grouped in two parts (Supervision and Remote
Operation) are listed, as displayed in the following page:

| setngs |
Enakle Zupetvision

All Supervizion Festures C Yes . Mo

- Monitoring Feature g Yes o Mo

-  Reporting Feature & ves O g

- Inventory Festure g Yes c Mo

Figure 12-4. Default Global Settings

To disable Monitoring (and associated Reporting and Inventory features), click the “No”
check box corresponding to the All Supervision Features item.

| settings |
Enakle Zupervision

Al Supervizion Features = Yes ﬁ“ Mo

- Monitoring Festure T ves © o

-  Reporting Festure o Yes = Mo

- Invertory Festure e Yes g Mo

Figure 12-5. Disabling Monitoring

Notes
e As the Reporting and Information features are strongly linked to the Monitoring feature,
when you enable or disable the Monitoring feature you also activate or deactivate the
Reporting and Information features.

e The Remote Operation feature cannot be disabled in this version. However, if you do
not want to use this feature, connect to the console with the Operator Role.

e When you disable / enable the Monitoring feature, you also affect the availability of
applications in the Bull System Manager Console. Any open Bull System Manager
Console must be restarted subsequent to modifications in the GlobalSetting
configuration.
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12.4  Configuring Periodic Tasks

BSM Server offers to automatically launch tasks to perform various operations.

To activate or configure a task (period), click the Periodic Tasks link under the
Functionalities item.

A page is displayed with all predefined tasks. In this version, only one task is available as
displayed on the following page:

Periodic Tasks

Help on Tasks

Period

Mame Description EFiD
Q022 =** no

exporthirtg periodic task to export METG metrics

pel
=

[l
=

updstelnventary periodic task to update inventary oo*== no

Figure 12-6. Periodic Tasks

To get detailed information about exportMrig task, see Export daily information of a
perf_indic, on page 162.

To get detailed information about updatelnventory, see Configuring Inventory, on page 79
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Chapter 13. Configuring Global Settings

This chapter explains how to configure distributed Bull System Manager solutions,
constituted by several servers, each of them managing a set of hosts and offering a global
console allowing to view all elements.

Each server manages its local configuration and publishes it to a central database (CMDB)
accessible by all server. By default, the database is hosted on the local server. In order to
set a distributed solution, you have to define a BSM server which hosts the CMDB and to
configure other servers to fill the central CMDB.

In this part, you can configure the port to access Global Console or redefine the server that
hosted the central database.

‘ mportant:

Distributed solution requires that the NDOutils extension is installed on all BSM server
nodes.

13.1  Configuring Global Console

To change the Global Console properties, click the Properties link under the Global
Console item.

The following page allows you to change the HTTP port numbers used to access the global
console:

Global console Properties

Help on GlobalConzole

HTTP port IEDDBD
HTTPS port |2EI443

Figure 13-1. Global Console properties

To apply your changes, do not forget to click the OK button.
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Notes e  When the ports number (HTTP, HTTPS) are modified, the Apache service must be

restarted to take into account the new values.

e The port number used for the Global Console must be different from those set for the
Local Console (see Configuring BSM Server, on page 195).

13.2  Configuring NDOutils Db Server

To change the MySQlL server properties, click the MySQL DB server link under the
NDOutils item.

The following page allows you to change the hostname and the port used to access the
MySQL database:

NDOQutils MySQL server information

Help on MDOwtils

MyS0L server name Ilnsmaster (network name)

hy=aL port number IISSDE

Figure 13-2. NDOutils MySQL server configuration

Properties Description
MySQL Server netName ~ Resolved network name used to reach the MySQL
server

This value is used by the NDOutils part to determine
which server hosted the central database.

Must correspond to a BSM server with the NDOutils
extension installed.

This value is initialized with the hostname of the BSM
server.

MySQL port number Port used to reach to reach the MySQL server

The value is initialized to 13306 for a Windows
server and to 3306 for a Linux server.

To apply your changes, don't' forget to click the OK button.
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g mportant:

MySQL port number differs between Linux and Windows. If distributed solution contains
heterogeneous server, don't forget to modify the port in regard of the BSM server OS.

13.3

13.3.1

13.3.2

13.3.2.1

13.3.2.2

Example

The following example shows how to set a distributed solution with three BSM Servers:
BSM1, BSM2 and BSM3. The central database is hosted by BSM1.

Configuration of the Global Console

By default, the http and https ports for the Global Console are set to 20080 and 20443,
respectively.

If you want to change these values, it must be done on all BSM server nodes involved in the
distributed solution.

Configuration of the NDOutils Db Server

Central node, BSM1

By default, the NDOutils Db server is defined with the BSM server as server and default

MySQL port. So, nothing have to be done on the central node, except if you have changed
the MySQL port.

Secondary nodes, BSM2 and BSM3

The NDOutils MySQL server must be changed on secondary nodes, to refer to the central
node, BSM3.

For each secondary node:

1. Launch the Configuration GUI.

2. Click the GlobalSetting tab

3. Click the NDOutils DB Server

The following page is displayed:

My =QL server name IIEISruE [metwork name)

My =G0 port numkber IISSDE

Figure 13-3. NDOutils DB Server BSM2 configuration
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4. Change BSM2 by BSM1
Click the OK button to apply your change

6. Perform Save&Reload to populate the BSM1 CMDB with the configured objects of the
secondary node.
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Appendix A. Predefined Categories and Services

The following table lists categories and services, with their default values. It also indicates
if the Clone function is available. Services in bold characters are the default services
effective just after Bull System Manager installation, for all hosts.

Category oS Categor | Hardware model Service Service | Clone
y hostlist hostlist | function
Systemload Windows * Any CPU *
Memory *
SystemLoad Linux * Any CPU *
Memory *
Users *
Processes *
Swap None
Zombies None
Systemload AIX CPU *
PagingSpace *
Swap *
LoadAverage None
Memory None
Processes None
Users None
Zombies None
LogicalDisks Windows * Any All *
C None X
Eventlog Windows * Any System *
Application *
Security *
Windows Windows * Any Eventlog * X
Services
Networking None X
Com None X
Peripherals None X
Management None X
FileSystems Linux * Any All *
/usr None X
FileSystems AlIX * Any All *
/usr None
Syslog Linux * Any AuthentFailures * X
RootAccess None X
Alerts *
Syslog AIX * Any Errors *
Alerts *
Linux Linux * Any syslogd * X
Services
AIX AlX * Any syslogd *
Services
Internet Any None Any http *
W/
FTP None
htto_BSM None X
TCP_7 None
UbP_7 None
Hardware Any 1/O Switch Module | Health host
Hardware Any * NS 4000, 5000, |Health host (1)
(W/L) 6000
NS Blade, EL Blade
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Category oS Categor | Hardware model Service Service | Clone
y hostlist hostlist | function
NSR400,7800,3000 | Alerts host (1) X
,4000
Express 5800, ns
bullion
Hardware Escala PL CecStatus host (1)
X
Escala PL Events host (1) X
Power Any NS 4000, NS 3000, | Status host (1)
Expres 5008, NS
T800, NS R400, ns
bullion
NS 9019, ns bullion | Consumption host(1)
PAM Any * Any GlobalStatus *(1)
(W/1)
Alerts *(1)
CMM Any * Any ChassisStatus *(1)
W)
Alerts *(1)
reporting Any None Any Perf_indic None X
(W/L)
Table A-1. Predefined categories and services

*W means Windows, L means Linux and W/L means both.
(1) The host list is automatically generated during the definition of the host (, depending on
semantic checks and links between hosts and managers (see Configuring Hosts, on page 25).

Systemload Category

CPU
(Windows)

Memory
(Windows)

CPU
(Linux)

Memory
(Linux)

Swap
(Linux)
Users
(Linux)
Processes
(Linux)

Zombies
(Linux)

Monitors total CPU load percent over two periods of time (1 and 10 min). Final status is the
worst status for the two periods. If status is not OK, the service returns the most consuming
process (if any) at request time. By default, warning thresholds are 80 (over 1 min) and 60
(over 10 min) and critical thresholds are 90 (over 1 min) and 80 (over 10 min).

Monitors memory usage percent (i.e. the sum of physical and virtual memory, also known as
commit charge), in terms of percent or size. By default, the warning threshold is 70 and the
critical threshold is 90.

Monitors total CPU load percent over three periods of time (1 min, 5 min and 15 min). Final
status is the worst status for the three periods. By default, warning thresholds are 80 (over 1
min), 70 (over 5 min) and 60 (over 15 min) and critical thresholds are 90 (over 1 min), 80
(over 5 min) and 70 (over 15 min).

Monitors total memory usage percent (i.e. the sum of physical memory and virtual memory). By
default, the warning threshold is 70 and the eritical threshold is 90.

Monitors system swap percent. By default, the warning threshold is 50 and the critical
threshold is 80.

Monitors the number of users currently logged in. By default, the warning threshold is 15 and
the critical threshold is 20.

Monitors the number of processes running on the system. By default, the warning threshold is
150 and the critical threshold is 200.

Monitors the number of zombie processes (state = Z) running on the system. By default, the
warning threshold is 5 and the critical threshold is 10.
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A.2 logicalDisks Category

All

C

Monitors the percent of used space for all the local disks. By default, the warning threshold is
80 and the critical threshold is 90.

Monitors the percent of used space for the local disk C: By default, the warning threshold is
80 and the critical threshold is 90.

A.3 Evenilog Category

Application

System

Security

Monitors the number of Error, Warning and Information events generated in the Application
event log over the last 30 minutes. By default, the warning threshold is 10 Information events or
at least T Warning event and the critical threshold is at least 1 Error event.

Monitors the number of Error, Warning and Information events generated in the System event
log over the last 30 minutes. By default, the warning threshold is 10 Information events or at
least 1 Warning event and the critical threshold is at least 1 Error event.

Monitors the number of Audit Success, Audit Failures, Error and Warning events generated in
the Security event log over the last 30 minutes. By default, the warning threshold is 10 Audit
Success events or at least 1 Warning event and the critical threshold is at least 1 Audit Failure
or 1 Error event.

A.4  WindowsServices Category

Eventlog

Networking

Com

Peripherals

Management

Monitors the Windows services ensuring eventlogging functions. Status is set to warning at
least 1 service is paused and the others are running. Status is set to critical if at least 1
service does not exist or 1 service is not running.

Eventlog (Event Log): logs event messages issued by programs and Windows. Event Log
reports contain information that can be useful in diagnosing problems. Reports are viewed in
the Event Viewer.

Monitors the Windows services ensuring networking functions. Status is set to warning if at
least 1 service is paused and the others are running. Status is set to crifical if at least 1
service does not exist or 1 service is not running.

RpcSs (Remote Procedure Call (RPC)): provides the endpoint mapper and other miscellaneous
RPC services.

TrkWks (Distributed Link Tracking Client): sends notifications of file moving between NTFS
volumes in a network domain.

Dhcp (DHCP Client): manages network configuration by registering and updating IP
addresses and DNS names.

Dnscache (DNS Client): resolves and caches Domain Name System (DNS) names.

Netman (Network Connections): manages resources in the Network and Dial-Up
Connections folder, in which you can view both local area network and remote connections.
Monitors the Windows services ensuring Com+ notification functions. Status is set o warning
if at least 1 service is paused and the others are running. Status is set to critical if at least 1
service does not exist or 1 service is not running.

SENS (System Event Notification): tracks system events such as Windows login, network, and
power events. Notifies COM+ Event System subscribers of these events.

EventSystem (COM+ Event System): provides automatic distribution of events to subscribing
COM components.

Monitors the Windows services ensuring peripherals management functions. Status is set to
warning if at least 1 service is paused and the others are running. Status is set to critical if at
least 1 service does not exist or 1 service is not running.

NtmsSvc (Removable Storage): manages removable media, drives, and libraries.

PlugPlay (Plug and Play): manages device installation and configuration and notifies
programs of device changes.

Monitors the Windows services ensuring computer management functions. Status is set to
warning if at least 1 service is paused and the others are running. Status is set to critical if at
least 1 service does not exist or 1 service is not running.

Wmi (Windows Management Instrumentation Driver Extensions): provides systems
management information to and from drivers.

WinMgmt (Windows Management Instrumentation): provides system management
information.

dmserver (Logical Disk Manager): Logical Disk Manager Watchdog Service.
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FileSystems Category

All Monitors the percent of used space for all the mounted FileSystems except CD-ROM and floppy.
By default, the warning threshold is 80 and the critical threshold is 90.

/usr Monitors the percent of free space for the /usr FileSystem. By default, the warning threshold is 80
and the critical threshold is 90.

Syslog Category

AvuthentFailures

RootAccess

Alerts
(Linux, AlX)

Monitors the /var/log/messages file for the detection of authentication failure messages. It
searches for the lines containing authentication failure or FAILED LOGIN or Permission
denied, but not containing login. *authentication failure (such a line traps the same error as a
FAILED LOGIN line, already detected).

Status is set to warning if there is at least 1 new matching line since the last check. Status is
only set to critical state if a processing error occurs.

Note: warning status can be very fugitive in the Console. When a new matching line appears
in the log file, the service sets status to warning only during the interval between the check
that defects the error and the next one (if no new error appears). You are therefore advised to
activate notification and to consult the service history regularly to see if any errors have been
detected.

The notifyRecovery field is set to no for this service, as it is not applicable to this type of
service.

Monitors the /var/log/messages file for the detection of a session opened with the root user.
It searches for lines containing session opened for user root.

Status is set to warning if there is at least 1 new matching line since the last check. Status is
only set to critical state if a processing error occurs.

Note: warning status can be very fugitive in the Console. When a new matching line appears
in the log file, the service sets status to warning only during the interval between the check
that defects the error and the next one (if no new error appears). You are therefore advised to
activate noftification and to consult the service history regularly to see if any errors have been
detected.

The notifyRecovery field is set to no for this service, as it is not applicable to this type of
service.

Linux and AIX hosts:
When an dlert is sent from the Bull System Manager agent, it is processed by the Bull System
Manager server.

Note: The BSM-SYSLOG-MSG.mib mib must be integrated in the Bull System
Manager application (see Integrating MIBs, on page 121).

LinuxServices Category

syslogd Monitors that there is one and only one syslogd process running on the system. syslogd is a system
utility daemon that provides support for system logging. Status is set to warning if the number of
syslogd processes is not 1. Status is only set to eritical state if a processing error occurs.
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A.8 Internet Category

FTP Checks the accessibility of FTP on its standard port 21. Status is set to warning if the connection is
successful, but incorrect response messages are issued from the host and to critical if response time
exceeds 10 seconds or if the connection with the server is impossible.

HTTP  Monitors the HTTP access of the hosts on port 80 on the '/’ URL (i.e. http://host:80/). The timeout
value is 10 seconds. Status is set to warning for HTTP errors: 400, 401, 402, 403 or 404 such as
unauthorized access and to critical if response time exceeds 10 seconds or for HTTP errors 500, 501,
502 or 503, or if the connection with the server is impossible.

TCP 7  Monitors the TCP 7 port (echo) access of the hosts. Status is set to critical if the connection with the
server is impossible.

UDP  Monitors the UDP 7 port (echo) access of the hosts. Status is set to critical if the connection with the
server is impossible.

A.9 Reporting Category

perf_indic

Checks the status of a component based on the value collected by MRTG.

A.10 Hardware Category

Health

Alerts

CECStatus

Events

For NovaScale 4000 series hosts managed by ISM or for NovaScale 5000 & 6000 series hosts
managed by PAM or for NovaScale Blade series hosts or Enterprise Line Blade series hosts or
I/O Switch Module host managed by CMM. This service checks the host hardware status
reported by the associated ISM, PAM or CMM.

NovaScale 4000 series hosts:
When an alert is sent from the NovaScale host, it is processed by the Bull System Manager
server.

Note: The basebrd5.mib mib must be integrated in the Bull System Manager application (see
Integrating MIBs, on page 149).

NovaScale 4000, 3000, T800, R400 series and Express 5800 hosts:

When an alert is sent from the host management card, it is processed by the Bull System
Manager server.

Note: The bmclanpet.MIB mib must be integrated in the Bull System Manager application (see
Integrating MIBs, on page 149).

Do not forget to configure the Hardware manager or agent to send SNMP traps to the Bull
System Manager server by adding the Bull System Manager server host address to the SNMP
managers list. This configuration is explained in the corresponding Hardware Manager
documentation.

For Escala PL series servers managed by an HMC. This service checks the CEC status, as
reported by the HMC.

For Escala PL series servers managed by an HMC. This service checks the hardware status,
based on the presence of hardware events, as reported by the HMC.

Note These services are automatically applied to the specified targets, when they are configured.

PowerStatus
Sensor

SensorAvg

For IPMI compliant server hosts (NS R400, NS T800, NS 3005 ...). This service may check the
power status of the server (ON or OFF).

For IPMI compliant server hosts (NS R400, NS T800, NS 3005 ...). This service can check a

sensor (Volt, Temperature, FanSpeed ...) and get the current numeric value.

For IPMI compliant server hosts (NS R400, NS T800, NS 3005 ...). This service may check a
set of sensors (Volt, Temperature, FanSpeed ...) and get current numeric values and finally
return a average value.
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A.11 Power Category

Status

Consumption

For IPMI compliant server hosts (NS R400, NS T800, NS 3005 ...). This service may check
the power status of the server (ON or OFF).

For IPMI compliant server hosts (NS R400, NS T800, NS 3005 ...). This service can check
a sensor (Volt, Temperature, FanSpeed ...) and get the current numeric value.

A.12 PAM Category

GlobalStatus

Alerts

For hosts running PAM (these hosts are also named PAP). This service checks global
hardware status for all NovaScale 5000 & 6000 series platforms managed by a PAM
manager.

For information about PAM, refer to the Bull NovaScale 5000 & 6000 Series User’s Guide.
When an alert is sent from PAM, it is processed by the Bull System Manager server.

Note: The PAMeventtrap.MIB mib must be integrated in the Bull System Manager application
(see Integrating MIBs, on page 149).

Do not forget to configure the Hardware manager to send SNMP traps to the Bull System
Manager server by adding the Bull System Manager server host address to the SNMP
managers list. This configuration is explained in the NovaScale 5000 or 6000 Series User’s
Guide.

Note These services are automatically applied to the specified targets, when they are configured.

A.13 CMM Category
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ChassisStatus

Alerts

For hosts running CMM (these hosts are management cards in the chassis). This service
checks global hardware status for all common resources shared by NovaScale Blade
series hosts managed by a CMM manager.

For NovaScale Blade series hosts managed by CMM. When an alert is sent from the
NovaScale manager, it is processed by the Bull System Manager server and forwarded to
the remote maintenance center (if specified).

Note: The mmalert.mib mib must be integrated in the Bull System Manager application
(see Integrating MIBs, on page 149).

Note  These services are automatically applied to the specified targets, when they are
configured. Correct service processing requires that Bull System Manager server is
declared as SNMP Manager in the CMM configuration. For details, please refer to the
NovaScale Blade Chassis Management Module Installation and User’s Guide.

BSM 1.3 - Administrator's Guide



Appendix B. Generated Categories and Services

The following table lists the generated services with corresponding host or manager edition

page the in Topology part.

Category Service Model Conditions Reference
Power Status NS 4000 outof-band attributes set NS4000
Hardware | Alerts NS 4000 outof-band attributes set NS4000
Hardware | Health NS 4000 managed by ISM Hardware

Manager
Hardware | Health NS blade managed by CMM NS Blade
Hardware | Health EL Blade managed by CMM EL Blade
Hardware Health I/O Switch managed by CMM I/0O Switch

Module Module
Hardware | Health NS 5005 managed by PAM NS 5005
Power tatus Express 5800 | out-of-band attributes set Express 5800
Hardware | Alerts Express 5800 | out-of-band attributes set Express 5800
Hardware | PowerStatus NS 3005 outof-band attributes set NS 3005
Hardware | Alerts NS 3005 outof-band attributes set NS 3005
Power Status NS 9010 outof-band attributes set NS 9010
Power Consumption N 9010 outof-band attributes set NS 9010
Hardware | Alerts NS 9010 outof-band attributes set NS 9010
Power Status ns bullion outof-band attributes set ns bullion
Power Consumption ns bullion outof-band attributes set ns bullion
Hardware | Alerts ns bullion outof-band attributes set ns bullion
Power Status NS 7800 outof-band attributes set NS 7800
Hardware | Alerts NS T800 outof-band attributes set NS T800
Power tatus NS R400 outof-band attributes set NS R400
Hardware | Alerts NS R400 outof-band attributes set NS R400
Hardware | CECStatus Escala PL managed by HMC PL Server
Hardware | Events Escala PL managed by HMC PL Server
PAM GlobalStatus manager PAM NS 5005
PAM Alerts manager PAM NS 5005
CMM ChassisStatus manager CMM NS Blade
CMM Alerts manager CMM NS Blade
Table B-1.  Generated categories and services
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Appendix C. Check Commands for Customizable Services

C.1

This chapter describes the usage of the Nagios check commands by customizable services.
See Check Commands, on page 98, for the list of the check commands used by predefined

services.

Note  The | character must be used to separate the check command parameters in the service
definition.

Launching Linux Check Commands

All Linux check commands for Nagios are launched by the check_nrpe command. For
instance, the check command associated to the Systemload.Users service is:

check_nrpe!’ /opt/BSMAgent/nrpe/libexec/check users -w 15 -c

The check invokes always the /opt/BSMAgent/nrpe/libexec/check_nrpe executable with
a unique parameter corresponding to the check command launched on the target system.
In the following sections, the usage given for the check command corresponds to this
parameter. The name of the command launched by check_nrpe must not be modified.

check_ns_eventiog (Windows)

Usage

check_ns_eventlog <period> strlog=<LogName> [filtersrc=<Srclist>] [excludesrc=<Srclist>]
[elnf=<nb>] [WWarn=<nb>] [eWarn=<nb>] [wErr=<nb>] [eErr=<nb>] [wAudS=<nb>]
[eAudS=<nb>] [WAudF=<nb>] [eAudF=<nb>]

<period> Time (in minutes) back from now, used for event checking. Events older
than this period are ignored.

strlog=<LogName> Defines the event log (Application, Security, System, DNS Server, ...)
from which events must be retrieved.

filtersrc=<Srclist> Only events logged by Sources from this List must be retrieved from the
Log defined with strlog=<logName>.

excludesrc=<Srclist> Events logged by Sources from this List are excluded from the events
retrieved from the Log defined with strlog=<LogName>.

winf=<nb> Number of Information events that result in a WARNING message.

elnf=<nb> Number of Information events that result in a CRITICAL message.

wWarn=<nb> Number of Warning events that result in a WARNING message.

eWarn=<nb> Number of Warning events that result in a CRITICAL message.

wErr=<nb> Number of Error events that result in a WARNING message.

eErr=<nb> Number of Error events that result in a CRITICAL message.

wAudS=<nb> Number of Audit Success events that result in a WARNING message.

eAudS=<nb> Number of Audit Success events that result in a CRITICAL message.

wAudF=<nb> Number of Audit Failure events that result in a WARNING message.

eAudF=<nb> Number of Audit Failure events that result in a CRITICAL message.

The <period> parameter and the <strlog> parameter are required.

<LlogName> argument containing a blank space must be enclosed by double quotes.
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The optional [filtersrc=<Srclist>] and [excludesrc=<Srclist>] parameters are exclusive

If several Sources must be defined in the <Srclist> argument, they must be separated with
the “,” character.

If at least one Source defined in the <Srclist> argument contains a blank space, the
complete <srclist> must be enclosed by double quotes.

Events that are out of date regarding the period parameter are discarded.
Checking conditions apply to this final set.

All condition combinations are allowed. Each condition is tested against the events set
issued from the specified log files and the out-of-date condition.
Final status is the most severe status of each condition result.

Only threshold conditions specified as parameters are taken into account. Non-specified
conditions are ignored.

Notes

e The <period> parameter must be the first parameter.

e The Application, Security, and System event logs previously defined using the
parameters “applog=1", “seclog=1", and “syslog=1", are now defined using the
parameter “strlog=<LogName>".

Output

OK state OK: no new messages for the last <period> min

WARNING or | <nb_msg> new messages for the last <period> min!

CRITICAL state | The message gives the total number of events that are responsible for degraded
status. This message is also a link to an html file giving event details.

The following information is provided:

Event type Error, Warning, Information, Audit Success or Audit Failure
Last Time Last time an event of the same type, source and id occurred
Count Number of events with the same type, source and id
Source Event source

Id Event id

Description Event message

Note: Only the events that have exceeded any of the specified limits are listed here
(and not all the new events, nor the entire log file).

Table C-1. check_ns_eventlog output

In the event of degraded status, a new file is created for each <period> of time, or when
something changes in the output. Otherwise, the file is overwritten.
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Examples

Following are two examples of parameters for the check_ns_eventlog command used in
service definition, and their corresponding output.

e 60!strlog=Application!wErr=1!eErr=5

OK: no new events for the last 60 min

Checks the number of error messages in the Application Event Log for the last 60 min.
Status is set to critical if there are at least five error messages, and to warning if there
is at least one error message.

e 60!strlog="DNS Server” !wErr=1!eErr=5

OK: no new events for the last 60 min
Checks the number of error messages in the DNS Server Event Log for the last 60 min.

e 30!strlog=Application!filtersrc="Bull System Manager
snmptrapd”!winf=101wWarn=1'eErr=1

2 new events for the last 30 min!
A html file is generated

Checks in Application Event Log only events for the last 30 minutes logged by the “Bull
System Manager snmptrad” software.

e 30!strlog=Application!excludesrc=Perflib, snmptrapd!wInf=10!wWa
rn=1!eErr=1

50 new events for the last 30 min!
A html file is generated

Checks in Application Event Log all events logged for the last 30 minutes except the
events logged by snmptrad and Perflib software.

C.2 check_ns_disk (Windows)

Usage
check_ns_disk PERCENT | SIZE <path> <wThresh> <cThresh>

PERCENT | SIZE unit for limits, percentage or size in Mbytes.

<path> full path to local disk to monitor.
<wThresh> value of used space resulting in a WARNING message.
<cThresh> value of used space resulting in a CRITICAL message.

All arguments are required.

Output

OK state Disk <disk name> (total: <total sizes>Mb) (used: <used
size>Mb, <used percent>%) (free: <free size>Mb)

WARNING or Problem on disk <disk names>: (total: <total sizes>Mb)

CRITICAL state (used: <used size>Mb, <used percent>%) (free: <free
size>Mb)

Table C-2. check_ns_disk (Windows) output
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Example
check_ns_disk!PERCENT!IC:180!90
Disk C: (total: 2996Mb) (used: 2062Mb, 68%) (free: 934Mb)

This command checks the used space for disk C: .
If the used space is more than or equal to 80%, status is set to warning.
If used space is more than or equal to 90%, status is set to critical.

C.3 check_ns_load (Windows)
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Usage
check_ns_load <interval1> <wload 1> <cload1> <interval2> <wload2> <cload2>

<interval1> first time interval, in minutes, used to measure the cpu load average.
It must be a number between O and 15 minutes.

<wload1>  cpu load limit to result in a WARNING message during the first time interval.
It must be a number between 0 and 100.

<cload1>  cpu load limit to result in a CRITICAL message during the first time interval.
It must be a number between 0 and 100.

<interval2> second time interval, in minutes, used to measure the cpu load average.
It must be a number between O and 15 minutes.

<wload2>  cpu load limit to result in a WARNING message during the second time interval.
It must be a number between 0 and 100.

<cload2>  cpu load limit to result in a CRITICAL message during the second time inferval.
It must be a number between 0 and 100.

All arguments are required.

This command checks the average of CPU load during two time intervals. It is possible to
set a warning and a critical limit for each time interval. Returned status is the most severe
status. Every second, the agent collects the total CPU load and stores it in a table. It also
stores the most CPU consuming process. When it is queried by the command, it computes
the average load for the two requested periods, and returns the most consuming process, if
any.

Note

The most consuming process at the time the request was issued does not necessarily match
the most consuming process during the interval of time where the average CPU load was
computed.

Output

OK state CPU Load OK (<intervallsmn:< loadl>%) (<interval2>mn: <load2%>)

WARNING or | If the load of the most consuming process, at the time the check is done, is more
CRITICAL state | than zero:
CPU Load HIGH (<intervalls>mn:< loadl>%) (<interval2>mn: <load2%>) -

Process <pname> using <pload>%
If it is zero:

CPU Load HIGH (<intervall>mn:< loadll>%) (<interval2>mn: <load2%>)

Table C-3. check_ns_load (Windows) output
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Example
check ns 1oad!1!80190!110160180

CPU Load OK (Imn: 8%) (10mn: 5%)

Status is set to warning if load is more than 80% over the last minute, or more than 60%
over the last ten minutes.

Status is set to critical if load is more than 90% over the last minute, or more than 80%
over the last ten minutes.

C.4 check_ns_mem (Windows)

Usage

check_ns_mem PERCENT | SIZE <wThresh> <cThresh>

PERCENT | SIZE  unit for the limits, percentage or size in Mbytes.
<wThresh> value of used memory that result in a WARNING message.

<cThresh> value of used memory that result in a CRITICAL message.

All arguments are required.

The memory measured is the total memory used by the system (physical memory + virtual
memory). It is equivalent to the Commit Charge displayed in the Window Task Manager.

Output

OK state Memory Usage OK (total: <total mb>Mb) (used: <used mb>Mb,
<used pct>%) (free: <free mb>Mb) (physical: <phys mb>Mb)
WARNING or |Memory Usage HIGH (total: <total mb>Mb) (used: <used mb>Mb,
CRITICAL state | <used pct>%) (free: <free mb>Mb) (physical: <phys mb>Mb)

Table C-4. check_ns_mem (Windows) output

The output also contains the value of the physical memory for the system.

Example
check_ns_mem!PERCENT!70!190

Memory Usage OK (total: 302Mb) (used: 208Mb, 68%) (free: 94Mb)
(physical: 127Mb)

Status is set to warning if used space is more than or equal to 70%.

Status is set to critical if used space is more than or equal to 90%.
The total memory for this host is 302 Mb, while physical memory is 127 Mb.
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C.5 check_ns_service (Windows)

Usage

check_ns_service showall | showfail <ServiceName1> [ServiceName2]

showall | showfail specifies if all services, or only the services that are not running will be
shown in the output.

<ServiceNameN> name of the services to monitor (key name or display name are both
accepted).

At least one service to monitor must be specified. Up to eight services can be specified. If
more than one service is specified, returned status is the most severe service status

Service names containing a blank space must be enclosed by double quotes.

Services can be given with either their display name or their key name. The display name
is the name that appears in the Service Management Window, and depends on the OS
language. For instance: “Fax Service”, or “Service de télécopie”

The key name of a service can be found in the registry, under the key:

HKEY_LOCAL MACHINE\SYSTEM\CurrentControlSef\Services

For instance: Fax

Output

OK state If showall is set: OK: ‘<ServiceNamels’ ‘<ServiceName2s’ 0

If showfail is set: All OK

WARNING | If showall is set:

state <statels>:‘<ServiceNamel>’ <state2>:‘'<ServiceName2>’
where <stateN> is one of the following state:
OK: the service is started
Paused: the service is suspended

If showfail is set:
<statel>:'<ServiceNamel>’ <state2>:‘'<ServiceName2>’ 0
where <stateN> is Paused (OK services are not listed).

CRITICAL If showall is set (depending on the problem):

state <statel>:‘<ServiceNamel>’ <state2>:‘'<ServiceName2>’
where <stateNs> is one of the following state:
OK the service is started
NotActive: the service is stopped
NotExist: the service does not exist
Timeout: the service did not respond to the request

CheckError  something went wrong in the checking mechanism

If showfail is set:

<statel>:‘<ServiceNamel>’ <state2>:‘'<ServiceName2>' 0
where <stateN> is one of the following state: NotActive, NotExist, Timeout,
CheckError (OK services are not listed)

Table C-5. check_ns_service (Windows) output
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Example

check ns_servicelshowall!”’Client DHCP”I”Client DNS”ITelnet

OK:?Client DHCP” OK:?Client DNS” NotActive:’Telnet”

This command checks that the Client DHCP, Client DNS and Telnet services are running.
Final status is critical because the Telnet service is not active on the machine. With the
showall option, all services are listed in the output, even running services.

C.6 check_windisks (Windows)

Usage

check_windisk -w <warning_limit> ¢ <critical_limit> [-i <drive to include>] [-e <drive_to
exclude>]

-w <warning_limit>  value of used space that result in a WARNING message.

-c <critical_limit> value of used space that result in a CRITICAL.

-i <drive to include>  DRIVE letter to include in the check.

-e <drive_to exclude> DRIVE letter to exclude from the check

Output
OK state DISKS OK: all disks (drives list) less than <warning limit> utilized
WARNING DISKS <STATE>: (drives list) more than <state limit> utilized

or CRITICAL state

Table C-6. check_windisks (Windows) output

Examples

check windisk!-w 80!-c 90

This command checks the used space for all the disks.

If used space is more than or equal to 80%, status is set to warning as in the following
output:

DISKS WARNING: (C:, D:, E:, F:, G:, 1:) more than 80% utilized

If used space is more than or equal to 90%, status is set to critical as in the following
output:
DISKS CRITICAL: (C:, D:, E:z, F:, Gz, 1:) more than 90% utilized

check windisk!-w 80!-c 90!-e G

This command checks used space for all the disks, except the G drive.
DISKS OK: all disks (C:, D:, E:, F:z, I:) less than 80% utilized
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C.7 check_procs (Linux, AlX)

Usage

check_procs -w <w_range> -¢ <c_range> [-s <states>] [p <ppid>] [u <user>] [-a <args>]
[-C <command>]

<w_range>  generates warning status if process count is outside this range.

<c_ range> generates critical status if process count is outside this range.

Ranges are specified as follows: ‘min:max’ or ‘min:’ or ":max’ (or ‘max’). A warning or critical
status will be generated if the count is inside the specified range ('max:min’), lower than min
(‘'min:’), or more than max (":max’ or ‘max’).

<states> scans only the processes for which status (issued by the ps command) corresponds
to a specified status.

<ppid> scans only children for which the parent process ID is this ppid.

<user> scans only processes with this user name or ID.

<args> scans only processes with a full command (with arguments) beginning with the

specified string.
<command>  scans only processes with a command equal to the one specified.

This command checks the number of currently running processes and sets status to
WARNING or CRITICAL if the process count is outside the specified threshold ranges. The
process count can be filtered by process owner, parent process PID, current status (for
example ‘Z’), or it may be the total number of running processes.

Output

OK, WARNING |<status> - <nb procs> processes running

or CRITICAL state | <filter conditions>

<status> service state (OK, WARNING or CRITICAL)

<nb_procss> number of running processes matching the filter conditions
<filter conditions> applied filters conditions.

Table C-7. check_procs (Linux) output

Example

Let's suppose that the /bin/ps -axo ’stat uid ppid comm args’ command
returns the following lines:

STAT UID PPID COMMAND COMMAND

S 0 0 init init

SW 0 1 keventd [keventd]

SWN 0 0 ksoftirgd CPUO [ksoftirgd_ CPUO]
SWN 0 0 ksoftirqgd CPUl1l [ksoftirgd CPU1]
SW 0 0 kswapd [kswapd]

SW 0 0 kreclaimd [kreclaimd]

SW 0 0 bdflush [bdflush]

SW 0 0 kupdated [kupdated]

SW< 0 1 mdrecoveryd [mdrecoveryd]

SW 0 1 kjournald [kjournald]

SW 0 1 khubd [khubd]

SW 0 1 kjournald [kjournald]

SW 0 1 kjournald [kjournald]

SW 0 1 kjournald [kjournald]

SW 0 1 kjournald [kjournald]

S 0 1 dhcpcd /sbin/dhcpcd -n -H -R etho
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S 0 1 syslogd syslogd -m O

S 0 1 klogd klogd -2

S 32 1 portmap portmap

S 29 1 rpc.statd rpc.statd

S 0 1 sshd /usr/sbin/sshd

S 4 1 1pd lpd Waiting

S 0 1 sendmail sendmail: accepting connections
S 0 1 gpm gpm -t ps/2 -m /dev/mouse

Following are examples using the check_procs command and the corresponding output.
e check procs -w 100 -c 150

OK - 24 processes running

This command checks the number of processes running on the local host.
Status is set to warning if the number of processes is more than 100.
Status is set to critical if the number of processes is more than 150.

e check procs -w 1: -C 1lpd

OK - 1 processes running with command name lpd

This command checks that there is at least one Ipd process running on the local host.
Status is set to warning if the Ipd process is not running. ‘1:" means that the result is
OK if the number of processes is in the range from 1 (included) to the maximum
infeger value.

e check procs -w 3:1 -c 1: -C kjournald

OK - 5 processes running with command name kjournald

This command checks the number of kjournald processes.

Status is set to warning if this number is 1, 2 or 3, to critical if it is O, and to OK
otherwise.

e check procs -w:10 -s W

WARNING - 14 processes running with STATE = W
This command checks the number of processes that have a W state (this includes SW

and SWN).

Status is set to warning if this number is more than 10.
e check procs -w:2 -s ‘N<’

WARNING - 3 processes running with STATE = N<

This command checks the number of processes that have a N or < state (this includes
SWN and SWx).
Status is set to warning if this number is more than 2.

e check procs -w 1: -a ”"sendmail: accepting”

OK - 1 processes running with args sendmail: accepting
This command checks that there is at least one process with the full command starting
with “sendmail: accepting” running on the local host.

e check procs -w 1: -a "accepting connections”

WARNING - 0 processes running with args accepting connections
No process with a full command starting with “accepting connections” was found.
Although the command “sendmail: accepting connections” matches the -a string, it
does not match at position O and is not counted as a matching process.
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C.8 check_log2.pl (Linux, AlX)

Usage
check_log2.pl - <log_file> -s <seek_file> -p <pattern> [-n <negpattern>]

<log_file> text file to scan for patterns.

<seek_file> temporary file used to store the seek byte position of the last scan. The name must
be composed of alphanumeric characters (/ not allowed). If the file size is smaller
than the seek position (the file has been truncated or rotated since the last check),
the scan is started from the beginning.

<pattern> pattern to be searched. It can be any Regular Expression pattern that perl’s syntax
accepts.

<negpattern>  negative pattern. Lines containing this pattern are discarded from the search.

This command scans arbitrary text files for regular expression matches.

This script runs with the root setuid bit in order to scan log files that are accessible only by
root user. This is why the seek file location is forced in a safe directory.

Notes
o The notify_recovery value for the service should be set to O, so that Bull System
Manager does not notify recoveries for the check. Since pattern matches in the log file
will only be reported once and not the next time, there will still be unmeaningful
recoveries.

e The notificationPeriod must be different from none so that someone is alerted that the
pattern was found once and eventually not found again since the last scan.

e A different <seek_file> must be supplied for each service that will use this command
script - even if the different services check the same <log_file> for pattern matches. This
is necessary for the way the script operates.

Output

OK a file is successfully scanned and no pattern matches are found.

OK - No matches found

WARNING | one or more patterns are found along with the pattern count and the line of the last
pattern matched.

CRITICAL an error occurred, such as ‘file not found'.

Table C-8. check_log2.pl (Linux) output

WARNING or CRITICAL status output:
<nb-matching-line> <last-matching-line-in-file>

<nb-matching-line> number of lines matching the pattern (and not matching the
optional negative pattern)

<last-matching-1ine-in-file>the last matching line found in the log file.
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Examples
Let's suppose that the /var/log/messages file contains the following lines:

Nov 26 15:30:44 horus pam rhosts_auth[4790]: allowed to
Administrator@osiris as integ

Nov 26 15:30:44 horus rsh(pam unix) [4790]: session opened for user integ
by (uid=0)

Nov 26 15:30:49 horus login(pam unix) [4786]: authentication failure;
logname= uid=0 euid=0 tty=pts/1l ruser= rhost=isis user=root

Nov 26 15:30:51 horus login[4786]: FAILED LOGIN 1 FROM isis FOR root,
Authentication failure

Nov 26 15:31:11 horus login(pam unix) [4786]: check pass; user unknown
Nov 26 15:31:11 horus login(pam unix) [4786]: authentication failure;
logname= uid=0 euid=0 tty=pts/1l ruser= rhost=isis

Nov 26 15:31:13 horus login[4786]: FAILED LOGIN 2 FROM isis FOR admin,
Authentication failure

Nov 26 15:31:24 horus rsh(pam unix) [4790]: session closed for user integ
Nov 26 15:31:29 horus login(pam unix) [4786]: check pass; user unknown
Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM isis FOR admin,
Authentication failure

Nov 26 15:33:14 horus login(pam unix) [4853]: session opened for user
netsaint by (uid=0)

Nov 26 15:33:14 horus -- netsaint[4853]: LOGIN ON pts/l1 BY netsaint FROM
igis

Nov 26 15:33:22 horus login(pam unix) [4853]: session closed for user
netsaint

Nov 26 15:33:37 horus ftpd[4916]: FTP session closed
Nov 26 15:34:11 horus su(pam unix) [4931]: session opened for user root by
root (uid=503)

Following are examples using the check_log2.pl command and the corresponding output.
e check log2.pl -1 /var/log/messages -s t2.seek - p 'FAILED’'

(3): Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM
isis FOR admin, Authentication failure

This command searches for lines containing the string FAILED in the
/var/log/messages file. Three lines were found and the last one is displayed.

e check log2.pl -1 /var/log/messages -s t3.seek - p ’'session
opened’

(3): Nov 26 15:34:11 horus su(pam unix) [4931]: session opened
for user root by root (uid=503)

This command searches for lines containing the string “session opened” in the
/var/log/messages file. Three lines were found and the last one is displayed.

e check log2.pl -1 /var/log/messages -s t4.seek -p 'LOGIN.*isis’
-n netsaint

(3): Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM
isis FOR admin, Authentication failure

This command searches for all LOGIN from the host isis, except the ones with
netsaint user, in the /var/log/messages file. Three lines were found and the last
one is displayed.
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C.9 check_disk (Linux, AlX)

Usage
check_disk -w <wlimit>[%] < <climit>[%] [-p <path>]

<wlimit>  minimum value of free space that result in a WARNING message
the value in expressed in Kbytes, unless ‘%’ is specified.

<climit>  minimum value of free space that result in a CRITICAL message
the value is expressed in Kbytes, unless ‘%’ is specified

<path> filesystem to be checked (checks all mounted filesystems if unspecified).
the name can be given either as the mounting point (ex: /usr) or as the device name
(ex: /dev/sda?2). If a directory name that does not match a filesystem is given, the
command tries to determine the corresponding filesystem. If successful, it checks that
filesystem.

Note  The warning limit must be more than the critical limit.

This command checks the free space left on FileSystems. It uses the df command. Limits can
be given either in percentage, or in Kbytes.

Output

OK, DISK <status> - [<free kb> kB (<free percent>%) free on <device name>]
g’?ﬁgﬂ?e or <status> service state (OK, WARNING or CRITICAL)

state <free Kb> free space in Kbytes left on filesystem

<free percent>  percentage of free space left on filesystem
<device name>  device name of the filesystem.

This information is repeated for each filesystem, if all the mounted filesystems are
monitored.

Table C-9. check_disk (Linux) command output

Example
check disk -w 20% -c 10% -p Zusr

DISK OK - [7068772 kB (75%) free on /dev/sda2?]

This command checks the free space percentage for the FileSystem /usr (/dev/sda2) on
the local host.

Status is set to warning if the free space left on FileSystem /usr is less than 20%.

Status is set to critical if the free space left on FileSystem /usr is less than 10%.
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C.10 check_disks.pl (Linux, AlX)

Usage
check_disks.pl -w <warn%> ¢ <crit%> [i <include-fs>]* [-e <exclude-fs>]*

<warn%> percentage of space used that result in a WARNING message.

<crit%> percentage of space used that result in a CRITICAL message.

<includefs>  filesystem to be checked (checks all mounted filesystems if unspecified). This option
can be repeated for specifying more than one filesystem to check.
the name must be given as the mounting point (ex: /usr).

<excludedfs> filesystem to be excluded from the check. This option can be repeated for specifying
more than one filesystem to exclude
the name must be given as the mounting point (ex: /usr).

This command checks the space used for FileSystems, and allows the exclusion of some
FileSystems from the check. It uses the df command. Limits are given in percentage.

Output

OK state DISKS OK: all disks less than 70% utilized

WARNING | DISK <status>: ( <filesystems> ) more than <limit>% utilized.
or CRITICAL

ot <status> service state (WARNING or CRITICAL).

state
<filesystems> st of filesystems whose used space percentage is over
the limit.
<limit> limit value defined for the status.

Table C-10. check_disks.pl (Linux) output

If there are FileSystems with WARNING and CRITICAL status, this information is repeated
to indicate all the FileSystems with a non-OK status.

Unlike check_disk, this command does not give full information (capacity and space used)
for the FileSystems, but reports synthetically the FileSystems with problems. It can be used
for a global vision of FileSystems status, while check_disk can be used for specific
FileSystems details.

Example

check _disks.pl -w 60 -c 75 -e /mnt/cdrom

DISK CRITICAL: ( /7 ) more than 75% utilized - DISKS WARNING: ( /usr /var
) more than 60% utilized

This command checks the used space for the all the mounted FileSystems, except
/mnt/cdrom.

If used space is more than or equal to 60%, status is set to warning.

If used space is more than or equal to 75%, status is set to critical.

Here, status is CRITICAL because / has more than 75% used space. /usr and /var are also
set to warning because they have more than 60% used space.
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C.11 check_cpuload (Linux, AlX)
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Usage

check_cpuload -w WLOAD1,WLOADS5,WLOAD15 ¢ CLOAD1,CLOAD5,CLOAD15

<wload1> utilization average limit to result in a WARNING message during the last minute,
must be a number between 0 and 100.
<wload5> utilization average limit to result in a WARNING message during the last 5 minutes,

must be a number between 0 and 100.
<wload15>  tilization average limit to result in a WARNING message during the last 15
minutes, must be a number between O and 100.

<cload1> utilization average limit fo result in a CRITICAL message during the last minute, must
be a number between 0 and 100.
<cload5> utilization average limit to result in a CRITICAL message during the last 5 minutes,

must be a number between 0 and 100.
<cload15>  utilization average limit to result in a CRITICAL message during the last 15 minutes,
must be a number between 0 and 100.

All arguments are required.

This command checks average CPU utilization during three predefined time intervals. It is
possible to set a warning and a critical limit for each time interval.

CPU utilization is defined as: (load average / number of processors) * 100
Load average is given by uptime and w.

Returned status is the most severe status.

Output

OK state CPU Utilization: <load1> (1mn), <load5> (5mn), <load15> (15mn)

WARNING | CPU Utilization: <load1> (1mn), <load5> (5mn), <load15> (15mn) <status>
or CRITICAL

state

<load1> <load5> <load15>  percentage of average CPU load for respectively the last
minute, the last 5 minutes and the last 15 minutes.

<status> either WARNING or CRITICAL.

Table C-11. check_cpuload (Linux) command output

Example
check cpuload -w 80,70,60 -c 90,80,70

This command checks the CPU load for the local host.

Status is set to warning if load is more than 80% during the last minute, or more than 70%
during the last 5 minutes or more than 60% during the last 15 minutes, as in the following
result:
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CPU Utilization: 87% (1mn), 52% (5mn), 29% (15mn) WARNING

Status is set to critical if load is more than 90% during the last minute, or more than 80%
during the last 5 minutes or more than 70% during the last 15 minutes, as in the following
result:

CPU Utilization: 100% (1mn), 64% (5mn), 37% (15mn) CRITICAL

Status is set to OK if no limit is raised, as in the following result

CPU Utilization: 23% (1mn), 29% (5mn), 24% (15mn)

C.12 check_lpar_load (AlX)

Usage
check_lpar_load -w <wlimit> ¢ <climit>

<wlimit> percent of load CPU that result in a WARNING message
<climit>  percent of load CPU that result in a CRITICAL message.

All the arguments are required.

This command gets the cpu load of an AIX system or partition. The warning limit must be
lower than the critical limit.

Output

The output depends on the type of partition: shared capped, shared uncapped, dedicated.

WARNING, | Shared <status> - Phys CPU load is load_cpu% entc=entitled_capacity%
CRITICAL or | capped (idle:idle_cpu% wait:wait_cpu%) - type=Shared Capped partition
OK state Shared <status> - Phys CPU load is load_cpu% of max_cpu CPU (idle:idle_cpu%

uncapped | wait:wait_cpu%) - max_vp=maximum_virtual_cpu type=Shared
Uncapped partition

dedicated | <status> - CPU load is load_cpu (idle:idle_cpu% wait:wait_cpu%) -
type=Dedicated partition

Table C-12. check_lpar_load (AIX) output

Example
check lIpar_load —w 80 —c 90

OK - Phys CPU load is 0.00 0% of 1 CPU (idle:99.2% wait:0%) -
max_vp=2 type=Shared Uncapped partition
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C.13 check_mem.pl (AIX)

Usage
check_mem.pl -w <wlimit> ¢ <climit>

<wlimit> percent of used memory that result in a WARNING message
<climit>  percent of used memory that result in a CRITICAL message.

All the arguments are required.

This command measures used memory, so the warning limit must be lower than the critical
limit. The measured memory is the total memory used by the system (physical memory +
swap).

Output

OK, Memory: WARNING - Total: <total_mb> (pgsize: 4K)
WARNING or | (used: <used_mb>, <used_pct>%) (free: <free_mb>)
CRITICAL state

Table C-13. check_mem.pl (Linux) output

Example
check _mem.pl —w 95 -c 99

Memory: WARNING - Total: 131072 (pgsize: 4K)
(used: 126284, 96.3%) (free: 4788)

C.14 check_memory (Linux)
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Usage
check_memory <wlimit> <climit>

<wlimit>  percent of used memory that result in a WARNING message
<climit>  percent of used memory that result in a CRITICAL message.

All the arguments are required.

This command measures used memory, so the warning limit must be lower than the critical
limit. The measured memory is the total memory used by the system (physical memory +
swap).
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Output

OK, Status: <status> - (total: <total_mb>Mb) (used: <used_mb>Mb, <used_pct>%)
WARNING or | (free: <free_mb>Mb) (physical: <phys_mb>Mb)
CRITICAL state | <status> service status (OK, WARNING or CRITICAL)
<total_mb> total memory size (physical memory + swap)
<used_mb> total memory used
<used_pct> percentage of total memory used by the system
<free_mb> memory (physical or swap) left free
<phys_mb> size of the physical memory.
All values are expressed in Mbytes.

Table C-14. check_memory (Linux) output

Example
check _memory 70 90

Status: OK - (total: 2996Mb) (used: 863Mb, 29%) (free: 2132Mb)
(physical: 1004Mb)

This command checks the free memory percentage for the local host.

Status is set to warning if the memory used is more than 70%.
Status is set to critical if the memory used is more than 90%.

The total memory for this host is 2996 MB, while the physical memory is 1004 MB.

C.15 check_swap (Linux, AlX)

Usage
check_swap -w <w_usedpercent>% -c <c_usedpercent>%

<w_usedpercent> percent of used swap that result in a WARNING message.
<c_usedpercent> percent of used swap that result in a CRITICAL message.

Or:
check_swap -w <w_freebytes> -c <c_freebytes>

<w_ freebytes> lowest free swap space that result in a WARNING message.
<c_ freebytes> lowest free swap space that result in a CRITICAL message.

All the arguments are required.

This command can measure either the percentage of used swap space, or the value of free
swap space in bytes. This depends of the presence or not of the ‘%" sign.

If ‘%" is specified, the measure is the percentage of used space, so the critical limit must be
more than the warning limit.
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If ‘%" is not specified, the measure is the free space left in bytes, so the warning limit must
be more than the critical limit.

Output
OK, <status> - Swap used: <used-percent>% (<used-mbytes> Mb out of <swap-mbytes>)
WARNING or | <status> service state (“Swap ok”, WARNING or CRITICAL)
CRITICAL state | <used-percent> percentage of used swap space
<used-mbytes> used swap space in Mbytes
<swap-mbytes> size of the swap in Mbytes.

Table C-15. check_swap (Linux)output

Example
check _swap -w 50% -c 80%

Swap ok - Swap used: 0% (0O Mb out of 1992)

This command checks the used swap percentage for the local host.
Status is set to warning if the used swap is more than 50%.

Status is set to critical if the used swap is more than 80%.

The size of the swap is 1992 Mbytes.

C.16 check_users (Linux, AlX)
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Usage
check_users -w <wlimit> -¢ <climit>

<wlimit> number of logged in users that result in a WARNING message.
<climit>  number of logged in users that result in a CRITICAL message.

All the arguments are required.

This command checks the number of users currently logged in on the local system.

Output

OK, USERS <status> - <nb-users> users currently logged in
WARNING or | <status> service state (OK, WARNING or CRITICAL)

CRITICAL state | <nb-users> number of users currently logged in.

Table C-16. check_users (Linux) output
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Example
check users -w 10 -c 20

USERS WARNING - 18 users currently logged in

Status is set to warning if there are 10 or more users logged in.
Status is set to critical if there are 20 or more users logged in.

C.17 check_httpURL (Windows, Linux and AlX)

Usage

check_httpURL <port>l<url>!'<response_substring>’l’<content_response>’

<port> port on which URL is to be tested.
<url> URL to be tested. Do not forget the character */".
<response_substring>  search this substring in the first line of the HTTP response.

<content_substring> search this substring in the content of the returned page.

response_substring and contents_substring must be surrounded by single quotes.

To know which substring to check in the HTTP response (response_substring), you may
launch the following command if the Bull System Manager Server is installed on a Linux
operating system:

<Bull System Manager server install dir>/engine/nagios/libexec/check_httpURL
-H <hostname> -p <port> -u <url>

The output of this command is the HTTP response, in which you can choose a substring to
be checked. If the output indicates an error, correct the port or the url parameters.

Status is set to warning for HTTP errors: 400, 401, 402, 403 or 404 such as unauthorized

access.

Status is set to critical if:

o the substring <response_substring> is not found in the first line of the HTTP response.
The error message is: “Invalid HTTP response received from host on port xx”

o the substring <contents_substring> is not found in the returned page. The error
message is “string not found”

e the response time exceeds 10 seconds

e there is an HTTP error 500, 501, 502 or 503

e the connection with the server is impossible.

Appendix C. Check Commands for Customizable Services 231



Output:

OK state HTTP ok: HTTP/1.0 200 Document follows - O second response time
WARNING state | HTTP WARNING: HTTP/1.0 401 Unauthorized
CRITICAL state Invalid HTTP response received from host on port

HTTP CRITICAL: string not found
Connection refused by host
Socket timeout after 10 seconds

Table C-17. check_httpURL (Windows and Linux) output

C.18 check_mrtg (Windows, AIX and Linux)
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Usage

check_mrig -F <reporting_logfile> -a AVG -v 1 -e 10 -w <warning_threshold> ¢
<critical_threshold> -| <status_info_label> -u <status_info_unit>

<reporting_logfile>

<warning_threshold>
<critical_threshold>

<status_info_label>

<status_info_unit>

Each reporting indicator, associated to a host, has its values logged in
a log file named “<host_name>+<indicator_name>.log”. This log file is
located in <install_dir>/core/share/reporting/var.

Minimum value of free space that result in a WARNING message. The
default value is 80.

Minimum value of free space that result in a CRITICAL message. The
default value is 90.

The status information of the monitoring service looks like
“<status_info_label>: <last value> <status_info_unit>". The default
value for status_info_label is “Load”. This parameter is used only to be
displayed in the status information in the console.

The status information of the monitoring service looks like
“<status_info_label>: <last value> <status_info_unit>". The default
value for status_info_unit is “%".This parameter is used only to be
displayed in the status information in the console.

This command gets, then checks the last value of a reporting indicator, from a reporting log
file located in <install_dir>/core/share/reporting/var.

Notes

e The reporting log file contains the name of the host associated to the reporting
indicator. Therefore, the monitoring service cloned from reporting.perf_indic must have
a hostlist containing only one host. By default, hostlist=none for the Perf_indic service
and the reporting category.

e The warning limit must be greater than the critical limit.
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Example

check_mrtg -F ” c:/PROGRA~1/Bull/BULLSY~1/core/share/reporting/var/
frcls2703+2703_memory.log” -a AVG -v 1 -e 10 -w 10 -c 90 -1 Load -u %

C.19 check_PowerStatus (IPMI servers)

Usage

check_PowerStatus [[luser]!password]

<user> The IPMI user name if it exists

<password> The IPMI password associated to the user if this last one exists, or the

IPMI authentification key.

This command gets, then checks the power status via the IPMloverLAN protocol to the BMC
of the server.

Example

check PowerStatus!luser!pass

C.20 check_IPMI_sensor (IPMI servers)

Usage

check_IPMI_sensor!<sensor_name>[!<-c lower_critical>][!<-w lower_non-critical>][!<-W
upper_non-critical>][!<-C upper_critical>]

<sensor name> The name of a numeric sensor listed in the SDR.

<lower_critical> Lower critical threshold value that results in a CRITICAL state.
<lower_non-critical> Lower non-critical threshold value that results in a WARNING state.
<upper_non-critical> Upper non-critical threshold value that results in a WARNING state.
<upper_ critical> Upper critical threshold value that results in a CRITICAL state.

sensor name must be surrounded by single or double quotes.

This command gets a numeric sensor value, then checks it to the thesholds values defined in
the SDR or to the thresholds values passed in arguments if any.

Note

The unit (V, degrees C, rpm ...) is automatically extracted from the sensor information.
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Output:

OK state The current sensor value is in the NORMAL area
(lower non-critical threshold < current value < upper non-critical threshold)

WARNING state | The current value is in the WARNING area
(lower critical threshold < current value < lower non-critical threshold
or upper non-critical threshold < current value < upper critical threshold)

CRITICAL state The current value is in the CRITICAL area
(current value < lower critical threshold or
current value > upper critical threshold)

UNKNOWN The current value cannot be retrieved (sensor not found, unable to establish LAN
state session ...)

Table C-18. check_IPMI_sensor (IPMI servers) output

Example
check_IPMI_sensor!”Valve Aperture”

OK - 55.380 %

C.21 check_IPMI_sensor_avg (IPMI servers)

Usage

check_IPMI_sensor_avgl<sensor name list>[!<-c lower_critical>][!<-w lower_non-
critical>][!<-W upper_non-critical>][!<-C upper_critical>]

<sensor name list> A list of names of numeric sensors (listed in the SDR) separated with a
comma.

<lower_critical> Lower critical threshold value that results in a CRITICAL state.

<lower_non-critical> Lower non-critical threshold value that results in a WARNING state.

<upper_non-critical> Upper non-critical threshold value that results in a WARNING state.

<upper_ critical> Upper critical threshold value that results in a CRITICAL state.

Each sensor name must be surrounded by single quotes.

This command gets the current value of a list of numeric sensors, then calculates the
average value, and checks it to the contextual thresholds if any.

Note  The unit (V, degrees C, rpm ...) must be the same for all the sensors, and is automatically
extracted from the sensor information.
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Output:

OK state The average of the sensors values is in the NORMAL area
(lower non-critical threshold < average value < upper non-critical threshold)

WARNING state | The average of the sensors values is in the WARNING area

non-critical threshold < average value < upper critical threshold)

(lower critical threshold < average value < lower non-critical threshold or upper

CRITICAL state The average of the sensors values is in the WARNING area
(average value < lower critical threshold or average value > upper critical

threshold)
UNKNOWN The average value cannot be calculated (sensor not found, unable to establish
state LAN session, sensors types are differents ...)

Table C-19. check_IPMI_sensor_avg (IPMI servers) output

Example
check IPMI_sensor_avg!”TH O Temp.”,”TH_1 Temp.”,”TH 3 Temp.”

OK = 23.100 degrees C

C.22 check_pressure (IPMI servers)

Usage

check_pressurel<sensor name>[l<-c lower_critical>][!<-w lower_non-critical>][|<-W
upper_non-critical>][!<-C upper_critical>]

<sensor name> The name of a numeric sensor listed in the SDR.

<lower_critical> Lower critical threshold value that result in a CRITICAL state.
<lower_non-critical> Lower non-critical threshold value that result in a WARNING state.
<upper_non-critical> Upper non-critical threshold value that result in a WARNING state.
<upper_ critical> Upper critical threshold value that result in a CRITICAL state.

sensor name must be surrounded by single or double quotes.

This command, dedicated to pressure sensor, is similar to check_IPMI_sensor but, if the
sensor unit is “kPa”, multiplies the current value by 1000 and changes the unit to “Pa”.

Note

The unit (kPa ...) is automatically extracted from the sensor information.
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Output:

OK state

The current sensor value is in the NORMAL area
(lower non-critical threshold < current value < upper non-critical threshold)

WARNING state

The current value is in the WARNING area
(lower critical threshold < current value < lower non-critical threshold or upper
non-critical threshold < current value < upper critical threshold)

CRITICAL state The current value is in the CRITICAL area

(current value < lower critical threshold or

current value > upper critical threshold)
UNKNOWN The current value cannot be got (sensor not found, unable to establish LAN
state session ...)

Table C-20. check_pressure (IPMI servers) output

Example

check pressure!”Air Pressure”

OK : 18 Pa
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Appendix D. Administration Commands

Several Bull System Manager server menus allow you, as administrator, to perform the most
frequently used operations.

To display these menus, from the Bull System Manager Console:

e click the B icon representing the BSM Control GUI in the Administration zone (top
right),

or

e click the Control link on the Bull System Manager Home Page.

When the GUI is launched, an authentication dialog is displayed:

Connect to 172.31.50.61

Bull System Manager Console Authentication Acoess

Lser name: I € bsmadm j

Passward: | Ty

[ Remember my password

(0] 4 I Cancel

Figure D-1. Authenticating the Bull System Manager control user

e On Windows, Authenticated users are users declared in the Windows users database.
The user name must be entered in the following format: DOMAINNAME\Username

e  On Llinux, enter bsmadm / bsmadm.
This user is associated with a Role: Administrator or Operator. The Administrator role has

write access to the configuration; the Operator role has only read access. The execution of
the BSM Control requires the Administrator role.

Note  This user (and role) is created during the installation process. Refer to the Bull System
Manager Installation Guide (86 A2 54FA) to learn how to configure the Bull System
Manager Configuration tool authentication feature.
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The Bull System Manager ServerControl GUI allows you o start, stop, or restart the BSM
Server, according to your requirements. When the BSM Control GUI is launched, the
current status of the server is displayed, as shown in the following figure :

o [=] ]
Server Control
» status BSM Server Status
mrtg 15 not munning (hot configured by BEM)
tnot configured by BEL)
[ &] Done I_ I_ ’_ ’_ I_ | mternet .

Figure D-2. BSM Server Status
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Appendix E.  SSH Configuration

The SSH configuration specific to the BSM Applications is localized into the directory <BsM
installation directorys/engine/etc/ssh/.

E.1 SSH client configuration on Bull System Manager Server

The file <BSM installation directorys/engine/etc/ssh/config bsm
delivered by Bull System Manager, contains SSH configuration parameters. It can be used
to perform non-prompt connection when executing ssh.

Parameters setting in config_bsm (Linux case):

PasswordAuthentication no
NumberOfPasswordPrompts 0
StrictHostKeyChecking no

UserKnownHostsFile
/opt/BSMServer/engine/etc/ssh/known_hosts_bsm

E.2 Keys generation on Bull System Manager Server

Private key for the Bull System Manager Server is automatically performed during the post-
installation of a Bull System Manager Server, to allow BSM server to perform non-prompted
connection on remote machine, from the Configuration GUI (as Web user) or from the
nagios service (as nagios user). One key is generated and is copied in multiple files to
respect the restricted permissions required for identity files.

The following table display the key files delivered by Bull System Manager and their
characteristics:

Linux platform

File Owner/Group Right Usage
id_dsa.bsm | bsmuser/bsmgroup | 600 | Private key used in Nagios plugin.
Note: another filename can be used (can
be specified during the configuration of
the Vios in Bull System Manager).
id_dsa.www | apache*/bsmgroup | 600 | Private key used by the configuration
GULI.
Note: this name must not be changed

id_dsa.pub | bsmuser/bsmgroup | 664 | Corresponding public key.

* the name of the Apache user can differ among Linux distribution.
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Windows platform

File Owner Right Usage

id_dsa.bsm SYSTEM 600 Private key used in Nagios plugin.
Note: another filename can be used (it
can be specified during the configuration
of the Vios in Bull System Manager).
id_dsa.iis administrator 600 Private key used by the configuration
GUI when using IIS http server.

Note: this name must not be changed.
id_dsa.apache | administrator 666 Private key used by the configuration
GUI when using Apache http server.
Note: this name must not be changed.
id_dsa.pub bsmuser/bsmgroup | 664 Corresponding public key.

The corresponding public key (id_dsa.pub) must be installed on the remote machine:

1. Copy the public key on the remote machine (use available protocole as ftp or scp)

2. Edit the file <user home>/.ssh/authorized_keys2 to add the key.

E.3 Use other identity file

You can use your own identity file, if you install it into the BSM SSH Configuration directory
and execute the set-ssh-key script to generate the files used by BSM application.

1. Copy your key files (private and public key) into the BSM SSH Configuration
directory.

2. Run the setssh-key file.

—  On Linux platform:

cd <BSM_install_directory>/core/bin
./set-ssh-key.sh —F <private_identity_ file_name>

This script will generate the following files under the
<BSM _install_directory>/engine/etc/ssh directory:

<private_identity_file_name>.www
<private_identity_file_name>.bsm

-~ On Windows platform:

cd <BSM_install_directory>/core/bin
./set-ssh-key.bat <private_identity_file_name>

This script will generate the following files under the
<BSM _install_directory>/engine/etc/ssh directory:

<private_identity_file_name>.apache
<private_identity_file_name>.iis
<private_identity_file_name>.bsm
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E.4 Test non-prompted connection

After key installation, you can test ssh connection:

e On Linux platform, execute the ssh command with the —i and —F parameters to use

BSM SSH configuration:

cd <BSM_install_directory>/engine/etc/ssh
ssh <remote_machine> -1 <remote_user> -i id_dsa —F config_bsm <remote_command>

e On Windows platform, run the test-ssh.bat command delivered under
<BSM _install_directory>/core/bin/directory:

cd <BSM_install_directory>/core/bin
test-ssh.bat <remote_machine> <remote_user> <id_file_name><remote_command>
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