
Redbooks

Front cover

IBM Open Platform for DBaaS on 
IBM Power Systems

Dino Quintero

Fabio Martins

Eduardo Luis Cerdas Moya

Rafael Camarda Silva Folco





International Technical Support Organization

IBM Open Platform for DBaaS on IBM Power Systems

March 2018

SG24-8408-00



© Copyright International Business Machines Corporation 2018. All rights reserved.
Note to U.S. Government Users Restricted Rights -- Use, duplication or disclosure restricted by GSA ADP Schedule
Contract with IBM Corp.

First Edition (March 2018)

This edition applies to the following versions:
GCC 4.53
Python 2.7 and 3
Ruby 1.2.3
Java7 2.6.8-1
LXC 2.0.7
Apache2 2.4.18
Pciutils 1.3.3.1
Sendmail 8.15.2-3
Sysstat 11.2.0
MySQL 5.7.19
Galera 25.3.19-Xenial
HAProxy 1.6.3-1
Keepalived 1.1.2.19-1ubuntu0.1
Memcached  1.4.25-2ubuntu1.2
Ceph 10.2.5-0ubuntu0.16.04.1
OpenStack: All Newton v14.1.1
Elasticsearch 2.4.1
LogStash 2.4.0-1
Kibana 4.6.4
Nagios 4.2.4
NRP and NagiosPlugins 2.15-1ubuntu1

Note: Before using this information and the product it supports, read the information in “Notices” on 
page vii.



Contents

Notices  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Trademarks  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Preface  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Authors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .x
Now you can become a published author, too!  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Comments welcome. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Stay connected to IBM Redbooks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Chapter 1.  Overview of the Open Platform for Database as a Service on IBM Power 
Systems solution  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1  Introduction to the Open Platform for DBaaS on Power Systems solution . . . . . . . . . . . 2
1.1.1  What is the Open Platform for DBaaS on Power Systems solution  . . . . . . . . . . . . 2
1.1.2  Why use the Open Platform for DBaaS on Power Systems solution  . . . . . . . . . . . 3
1.1.3  Benefits of using the Open Platform for DBaaS on Power Systems solution . . . . . 7

1.2  Open Platform for DBaaS on Power Systems components  . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1  The Open Platform for DBaaS on Power Systems hardware infrastructure . . . . . 10
1.2.2  DBaaS elastic cloud infrastructure  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3  Open Platform for DBaaS on Power Systems product delivery and support flow. . . . . 20

Chapter 2.  IBM DevOps concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1  IBM DevOps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1.1  DevOps lifecycle phases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.2  DevOps practices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1.3  Cloud Infrastructure as a Service and DevOps. . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.4  Infrastructure as code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2  Infrastructure as a Service+  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.1  Open Platform for Database as a Service on Power Systems . . . . . . . . . . . . . . . 34
2.2.2  Trove. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3  Supported databases  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Chapter 3.  Architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1  Planning for the Open Platform for DBaaS on Power Systems solution . . . . . . . . . . . . 44

3.1.1  Physical integration with the customer’s infrastructure . . . . . . . . . . . . . . . . . . . . . 44
3.1.2  Security integration (LDAP and Keystone) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1.3  Custom database images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2  Hardware and software requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3  Infrastructure sizing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.3.1  Starter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2  Entry (small)  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3.3  Cloud scale (medium) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.4  Performance (large)  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.4  Networking  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.1  General requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5  Solution components and roles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5.1  Compute nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5.2  Controller nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5.3  Block storage nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.5.4  Object storage nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
© Copyright IBM Corp. 2018. All rights reserved. iii



Chapter 4.  Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.1  Get and build images  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2  Deploying and maintaining instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.2.1  Launching an instance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2.2  Checking the instance information  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.3  Maintaining an instance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.4  Restarting an instance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.5  Resizing an instance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2.6  Deleting an instance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.7  Resizing a volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.2.8  Renaming an instance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.9  Creating a database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2.10  Deleting a database  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.3  Backup and recovery  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.3.1  Creating a backup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3.2  Restoring from backup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.3.3  Deleting a backup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3.4  Backup containers  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.4  Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.4.1  Creating a user . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4.2  Deleting a user  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.4.3  Managing root access. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.4.4  Managing user access  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Chapter 5.  Monitoring and troubleshooting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.1  Introduction to cluster monitoring and troubleshooting . . . . . . . . . . . . . . . . . . . . . . . . 124
5.2  Accessing the operations management tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.3  Nagios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.3.1  Nagios Core basic monitoring concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.3.2  Nagios Core deployment in Open Platform for DBaaS on Power Systems . . . . 131
5.3.3  Nagios Core configuration files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.3.4  Nagios Core usage examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.4  Elastic stack (Kibana) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.4.1  Using the Kibana Dashboard  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.4.2  Selecting other Dashboards that are available in the Open Platform for DBaaS on 

Power Systems solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.4.3  Performing searches with Kibana . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.4.4  Viewing saved searches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.4.5  Using Kibana to create a graph that is based on a search . . . . . . . . . . . . . . . . . 164
5.4.6  Viewing saved visualizations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.4.7  Adding the graph visualization to the Dashboard . . . . . . . . . . . . . . . . . . . . . . . . 168
5.4.8  Using Kibana to view metrics  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.4.9  Using Kibana for troubleshooting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Chapter 6.  Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.1  Scaling up your cluster  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

6.1.1  Adding a compute node  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.1.2  Adding a storage node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

6.2  Horizontal scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

Appendix A.  Servers provisioning and deployment  . . . . . . . . . . . . . . . . . . . . . . . . . . 201
Baremetal provisioning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
OpenStack deployment  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
Alternative deployment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
iv IBM Open Platform for DBaaS on IBM Power Systems



Image building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
The dbimage-builder charm  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
The dibimage-builder scripts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Related publications  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
IBM Redbooks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Online resources  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Help from IBM  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
 Contents v



vi IBM Open Platform for DBaaS on IBM Power Systems



Notices

This information was developed for products and services offered in the US. This material might be available 
from IBM in other languages. However, you may be required to own a copy of the product or product version in 
that language in order to access it. 

IBM may not offer the products, services, or features discussed in this document in other countries. Consult 
your local IBM representative for information on the products and services currently available in your area. Any 
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, 
program, or service may be used. Any functionally equivalent product, program, or service that does not 
infringe any IBM intellectual property right may be used instead. However, it is the user’s responsibility to 
evaluate and verify the operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter described in this document. The 
furnishing of this document does not grant you any license to these patents. You can send license inquiries, in 
writing, to:
IBM Director of Licensing, IBM Corporation, North Castle Drive, MD-NC119, Armonk, NY 10504-1785, US 

INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION “AS IS” 
WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED 
TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of express or implied warranties in 
certain transactions, therefore, this statement may not apply to you. 

This information could include technical inaccuracies or typographical errors. Changes are periodically made 
to the information herein; these changes will be incorporated in new editions of the publication. IBM may make 
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time 
without notice. 

Any references in this information to non-IBM websites are provided for convenience only and do not in any 
manner serve as an endorsement of those websites. The materials at those websites are not part of the 
materials for this IBM product and use of those websites is at your own risk. 

IBM may use or distribute any of the information you provide in any way it believes appropriate without 
incurring any obligation to you. 

The performance data and client examples cited are presented for illustrative purposes only. Actual 
performance results may vary depending on specific configurations and operating conditions. 

Information concerning non-IBM products was obtained from the suppliers of those products, their published 
announcements or other publicly available sources. IBM has not tested those products and cannot confirm the 
accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the 
capabilities of non-IBM products should be addressed to the suppliers of those products. 

Statements regarding IBM’s future direction or intent are subject to change or withdrawal without notice, and 
represent goals and objectives only. 

This information contains examples of data and reports used in daily business operations. To illustrate them 
as completely as possible, the examples include the names of individuals, companies, brands, and products. 
All of these names are fictitious and any similarity to actual people or business enterprises is entirely 
coincidental. 

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming 
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in 
any form without payment to IBM, for the purposes of developing, using, marketing or distributing application 
programs conforming to the application programming interface for the operating platform for which the sample 
programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore, 
cannot guarantee or imply reliability, serviceability, or function of these programs. The sample programs are 
provided “AS IS”, without warranty of any kind. IBM shall not be liable for any damages arising out of your use 
of the sample programs. 
© Copyright IBM Corp. 2018. All rights reserved. vii



Trademarks

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business Machines 
Corporation, registered in many jurisdictions worldwide. Other product and service names might be 
trademarks of IBM or other companies. A current list of IBM trademarks is available on the web at “Copyright 
and trademark information” at http://www.ibm.com/legal/copytrade.shtml 

The following terms are trademarks or registered trademarks of International Business Machines Corporation, 
and might also be trademarks or registered trademarks in other countries. 

AIX®
BigInsights®
Bluemix®
DS8000®
IBM®
IBM Cloud Managed Services®

IBM Spectrum™
POWER®
Power Systems™
Power Systems Software™
POWER8®
PowerHA®

PowerVM®
PureSystems®
Redbooks®
Redbooks (logo) ®
Storwize®

The following terms are trademarks of other companies:

Intel, Intel logo, Intel Inside logo, and Intel Centrino logo are trademarks or registered trademarks of Intel 
Corporation or its subsidiaries in the United States and other countries.

Linux is a trademark of Linus Torvalds in the United States, other countries, or both.

Windows, and the Windows logo are trademarks of Microsoft Corporation in the United States, other 
countries, or both.

Other company, product, or service names may be trademarks or service marks of others. 
viii IBM Open Platform for DBaaS on IBM Power Systems

http://www.ibm.com/legal/copytrade.shtml


Preface

This IBM® Redbooks® publication describes how to implement an Open Platform for 
Database as a Service (DBaaS) on an IBM Power Systems™ environment for Linux, and 
demonstrates the open source tools, optimization, and preferred practices for the 
implementation. The Open Platform for DBaaS on Power Systems solution is an on-demand, 
secure, and scalable self-service database platform that automates provisioning and 
administration of databases to support new business applications and information insights.

This publication addresses topics to help sellers, architects, brand specialists, distributors, 
resellers, and anyone offering a secure and scalable Open Platform for DBaaS on Power 
Systems solution with APIs that are consistent across heterogeneous open database types. 
An Open Platform for DBaaS on Power Systems solution can accelerate business success by 
providing an infrastructure, and tools that use open source and OpenStack software that is 
engineered to optimize hardware and software between workloads and resources so you 
have a responsive, and an adaptive environment. Moreover, this publication provides 
documentation to transfer the how-to-skills for cloud-oriented operational management of an 
Open Platform for DBaaS on Power Systems service and its underlying infrastructure to the 
technical teams.

The Open Platform for DBaaS on Power Systems mission is to provide scalable and reliable 
cloud database as a service provisioning function for both relational and non-relational 
database engines, and to continue to improve its fully featured and extensible open source 
framework. For example, Trove is a database as a service for OpenStack. It is designed to run 
entirely on OpenStack, with the goal of enabling users to quickly and easily use the features 
of a relational or non-relational database without the burden of handling complex 
administrative tasks. Cloud users and database administrators can provision and manage 
multiple database instances as needed. Initially, the service focuses on providing resource 
isolation at high performance while automating complex administrative tasks, including 
deployment, configuration, patching, backups, restores, and monitoring.

In the context of this publication, the monitoring tool that is implemented is Nagios Core, 
which is an open source monitoring tool. Hence, when you see a reference to Nagios in this 
book, Nagios Core is the open source monitoring solution that is implemented. The 
implementation of Open Platform for DBaaS on IBM Power Systems is based on open source 
solutions.

This book is targeted toward sellers, architects, brand specialists, distributors, resellers, and 
anyone developing and implementing Open Platform for DBaaS on Power Systems solutions.
© Copyright IBM Corp. 2018. All rights reserved. ix
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Chapter 1. Overview of the Open Platform 
for Database as a Service on IBM 
Power Systems solution

This chapter introduces the Open Platform for Database as a Service (DBaaS) on IBM Power 
Systems solution and provides an overview of its objectives, components, and functions. This 
chapter also explains the goals that this platform aims to achieve, which includes delivering a 
quick deployment of the most commonly used open source databases, which enables you to 
speed up the development of applications that depend on a database, and introducing 
DevOps concepts to your environment. The Open Platform for DBaaS on Power Systems 
solution provides a deployment mechanism and tools for all the lifecycle maintenance of the 
environment.

This chapter contains the following sections:

� Introduction to the Open Platform for DBaaS on Power Systems solution
� Open Platform for DBaaS on Power Systems components
� Open Platform for DBaaS on Power Systems product delivery and support flow
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1.1  Introduction to the Open Platform for DBaaS on Power 
Systems solution

This section introduces the Open Platform for DBaaS on Power Systems solution, and 
explains the reasons to consider using it in your environment. This section shows the 
components that are involved in this solution, how they interact, and the final objective that 
they achieve together. This section also shows the benefits of using this solution, including 
total cost of ownership (TCO) comparisons.

1.1.1  What is the Open Platform for DBaaS on Power Systems solution

The Open Platform for DBaaS on Power Systems solution is a solution that integrates several 
components, including software and hardware, and implements a complete environment that 
is easy to use and fast for deploying open source databases such as MariaDB, MongoDB, 
MySQL, PostgreSQL, and Redis. This solution provides all the necessary components to 
create quickly a database instance within minutes, providing you with an interface to connect 
to such a database and start developing your application.

The Open Platform for DBaaS on Power Systems solution integrates OpenPower system 
servers, software-defined storage (SDS) (by using Ceph), operating systems (OS) (Ubuntu is 
used in the physical servers that are part of the solution and on the virtual machines (VMs) 
that are deployed to run the open source databases), databases, physical network switches, 
and OpenStack as a cloud OS with all the necessary components to assemble Infrastructure 
as a Service (IaaS) and deliver an agile deployment methodology. The OpenStack Trove 
project is used in this solution for implementing DBaaS, and the OpenStack Swift project is 
used for implementing object storage for backup purposes.

This hardware and software solution enables rapid deployment of virtual databases on a 
private cloud. Figure 1-1 shows an overview of the components that are involved in this 
solution.

Figure 1-1   The Open Platform for DBaaS on Power Systems components1

1  The source for this figure is Open Platform for Database as a Service on IBM Power Systems Solution Brief.
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1.1.2  Why use the Open Platform for DBaaS on Power Systems solution

There are many sources of information that are used by businesses, including internal input 
(information that is entered by the employees), external input (information that is obtained 
from other companies, sometimes contracted to provide insight and market research, for 
example), social networks, and mobile input and sensors that provide data when certain 
events happen, which causes a constant increase in the amount of information that a 
business receives and needs to store, analyze, and evaluate.

Some of this information is structured, and other information is unstructured data, and each 
type of data requires a specific database engine to better store the data and provide a 
method of organizing and using such information. Conventional database engines that are 
used widely in traditional enterprise computing and data centers are optimized for structured 
data, and cannot store and use unstructured data in an optimal fashion.

Open source software, including open source database engines, enable companies to benefit 
from the expertise of the whole community behind the development of such software. There 
are many database engines that are developed by the community that are highly optimized for 
certain types of data. Sometimes (and more often), a single database engine is not enough to 
store the different sources and types of data, requiring various engines, and optimized for 
each of the data sets that it stores.

The Open Platform for DBaaS on Power Systems solution provides a solution for quick 
deployment and lifecycle maintenance of different database engines. The solution uses a 
single interface, so besides quick deployment that can be performed by DevOps (the 
developers can quickly perform IT operations actions, without waiting for another department 
to provide a database that must be used during the software development), it also provides a 
single interface to interact with many different engines so that the operator does not need to 
learn the particularities of the different engines. For example, the operators do not need to 
know how to install, create an instance, and then create a database with MySQL, MongoDB, 
and MariaDB because the operator uses only a single interface to perform the same actions 
on all three different engines, which certainly have several particularities that must be 
addressed to accomplish the same goal.

Besides speeding up deployment and maintenance, and making it easy to use different 
database engines (enabling you to select the most appropriate and optimized database for 
each type of data and application), the Open Platform for DBaaS on Power Systems solution 
also reduces the costs of licensing and infrastructure by using open source software and 
hardware solutions.
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Figure 1-2 shows several sources of data and how an environment with multiple database 
engines, specially open source databases, can benefit and take advantage of a mix of 
structured and unstructured data.

Figure 1-2   Different types and sources of data benefit from mixed and optimized database engines2

2  Some of the database engines that are shown in this figure are not based on open source software.
4 IBM Open Platform for DBaaS on IBM Power Systems



The adoption of open source database engines has constantly increased in the past years. 
Businesses are seeing the benefits from optimized and open source database engines and 
using them in their development and production environment. Figure 1-3 shows a graph 
demonstrating how the adoption of open source database engines, such as MariaDB, 
Cassandra, MongoDB, and Redis, have increased.

Figure 1-3   Database engines ranking graph

Note: The source of the information in Figure 1-3 is Historical trend of the popularity 
ranking of database management systems. This information was obtained at the time this 
publication was written.
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Figure 1-4 shows a table comparing the popularity of several database engines. You can see 
that PostgreSQL, MongoDB, Redis, and MariaDB are increasing in popularity when you 
compare September 2017 with September 2016, which demonstrates a constant adoption of 
such database engines.

Figure 1-4   Database engines adoption table

With this information, a database as a service platform provides key value to your enterprise, 
as it is an on-demand, secure, and scalable self-service database platform that automates 
provisioning and administration of databases to support new business applications and 
information insights.3 The following elements can be highlighted as the fundamentals of a 
database as a service platform:

� Provisioning:

– Quickly provisions database instances

– Includes an operating environment that backs all the necessary components to run the 
instance

– Database automation

– Provides a broad choice of database engines

Note: This source of the information in Figure 1-4 was obtained from DB-Engines Ranking 
- popularity ranking of database management systems. You can also understand how this 
popularity score is calculated by seeing DB-Engines Ranking - Method.

3   Database-As-A-Service Saves Money, Improves IT Productivity, And Speeds Application Development
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� Management:

– Operational management (view logs, performance, and usage statistics)

– Complete lifecycle management of the database instances

– Backup and restore functions

– Integrated software updates

– Security functions

� Integration:

– Uses and provides a standardized REST API (regardless of database engine), 
enabling better integration with other applications

– OpenStack infrastructure integration

– Provides integrated deployment and maintenance of the whole solution

� Configuration:

– Provides predefined database images to use for deployment

– Enables optimization and tuning

– Uses scale-out configurations, enabling you to scale the solution when needed

– Enables the management of database-specific parameters

These characteristics enable a database as a service platform to provide speed and agility for 
database provisioning, thus reducing costs in comparison to traditional database engines and 
enabling the usage of optimized databases according to the data type and source, enabling 
you to select the best database engine to cover your application needs. This cost reduction 
enables you to shift investment to other initiatives, including growth of your lines of business 
(LOBs) and improving your IT efficiency.

The Open Platform for DBaaS on Power Systems solution delivers all these benefits in 
addition to the advantage of using OpenPOWER as the hardware backing up this solution. All 
the leading databases that are available (most of them Open Source Initiatives) are optimized 
for Linux on Power, including MongoDB, EnterpriseDB (EDB), Neo4j, MariaDB, Spark, 
Hadoop, Redis, PostgreSQL, Cassandra, MySQL, IBM BigInsights®, and Hortonworks. The 
Open Platform for DBaaS on Power Systems solution provides all the functions and benefits 
of an Open Platform for DBaaS on Power Systems solution with the performance, 
optimization, and cost reduction that is delivered by OpenPOWER servers.

1.1.3  Benefits of using the Open Platform for DBaaS on Power Systems 
solution

The Open Platform for DBaaS on Power Systems solution provides many benefits to your 
enterprise:

� The Open Platform for DBaaS on Power Systems solution is fast, providing DBs in 
minutes, not hours or days. You can automate provisioning of the VMs, database 
instances, and infrastructure, including scaling infrastructure, and also deliver self-service 
provisioning and lifecycle management tools.

� The Open Platform for DBaaS on Power Systems solution is flexible. Developers can 
choose the best open database for their application by selecting from a menu of popular 
DB types, including options of SQL and NoSQL databases, with clusters or not. The Open 
Platform for DBaaS on Power Systems solution also provides tools for clients to add 
customer DB images to the image repository, expanding the available options of 
databases that the developer can use.
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� The Open Platform for DBaaS on Power Systems solution is enterprise grade because it 
offers options to improve continuity of the client business, offering clustering and 
replication for database high-availability, auto-DB backup and restore with disaster 
recovery options, and strong security capabilities.

� The solution offers competitive cost, performance, and density by delivering the best 
performance for client applications, taking advantage of Power Systems servers, and 
implementing open source SDS to deploy more databases in fewer servers.

� It provides a foundation for compliance by helping you keep your IT under control, 
providing centralized control over key database elements (DB types, security, resource 
usage, and so on), and providing tools to control and monitor the entire solution.

� The Open Platform for DBaaS on Power Systems solution is also modern, designed for 
the as-a-service model, with self-service capabilities enabling DevOps for DBaaS.

� It is a complete open solution that uses OpenPOWER technology, open industry DBaaS 
services APIs, OpenStack, Kernel-based Virtual Machine (KVM), Linux DBaaS 
infrastructure, and open database engines.

� It improves the IT productivity (of developers and operators, or DevOps) with full 
automation of the database functions, providing better IT resource usage through 
consolidation and efficient cloud-oriented operational management.

� It is also integrated, fitting the existing environment. It is an engineered, optimized, and 
tested scale-out solution, integrating with existing on-premises infrastructure and with 
existing cloud bare metal environment, supporting Windows, Linux, and Mac OS database 
clients to connect to the deployed database instances.

The OpenPOWER hardware that is used in this solution offers excellent cost and proven 
performance for open databases. Figure 1-5 shows a comparison of running Open Platform 
for DBaaS on Power Systems servers versus running on x86 either on-premises or in a public 
cloud.

Figure 1-5   Competitive differentiation of running the Open Platform for DBaaS on Power Systems solution

Competitive differentiation versus x86 - for private (on-premises) or public cloud 
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Secure and local data solution Data stays on-premises and fully secure to satisfy regulatory 
requirements.  Also stays in country to meet government laws.

Control governance and compliance IT can be responsive and ensure business controls.

Reduce or eliminate external network 
latency 
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You can engage the IBM IT Economics team and request a detailed TCO analysis of your 
environment at no cost by sending an email to IT.Economics@us.ibm.com.

1.2  Open Platform for DBaaS on Power Systems components

The Open Platform for DBaaS on Power Systems solution uses several software and 
hardware components to deliver its functions. IBM has contributed to many OpenStack 
projects because they are optimized for usage in OpenPOWER hardware, and all 
contributions were upstreamed and made publicly available at GitHub - 
open-power-ref-design/dbaas.

Among the components that are used in this solution are Power Systems hardware, 
OpenStack cloud software, Swift, which is used as object storage for backup purposes, Ceph, 
which is used as block storage (SDS), DBaaS services (OpenStack Trove), databases 
(MariaDB, MongoDB, Cassandra, Redis, and MySQL) and operational management tools 
(Kibana, ELK, and Nagios).

Figure 1-6 shows the architecture of the Open Platform for DBaaS on Power Systems 
solution and how each component interacts. 

Figure 1-6   The Open Platform for DBaaS on Power Systems solution architecture

Apple
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There are three main personas that interact directly with the Open Platform for DBaaS on 
Power Systems solution: development, DevOps, and operations.

� Developers need fast, flexible and secure deployment of the database engines to use 
during development of their application, so they use the DBaaS services (through REST 
APIs, GUI, or CLI) to deploy the database by using the type and image (selected from the 
OpenStack Cinder image library). 

� The operations department needs visibility and control of all the involved components, 
including the VMs that are deployed in this solution to provide appropriate maintenance. 
Operations use the DBaaS services and DBaaS operations management (OpsMgr) to 
deploy database instances, maintain its lifecycle management, coordinate and administer 
the security policies of the VMs, maintain the projects that have access to the environment 
(including controlling its quotas), monitor the whole infrastructure and hardware that is 
involved in the solution, and analyze logs and monitor statistics. 

� DevOps must span across the development and operations areas to access the tools and 
services that are used by both.

The following topics describe some of the components that are available in this solution:

� The Open Platform for DBaaS on Power Systems hardware infrastructure:

– OpenPOWER

– Metal as a Service (MAAS)

� The Open Platform for DBaaS on Power Systems elastic cloud infrastructure:

– KVM

– Juju

– OpenStack:

• DB image library (Cinder)

• DB archive (OpenStack Swift)

– SDS (Ceph)

– DBaaS services (Trove)

– DBaaS Ops Mgmt

1.2.1  The Open Platform for DBaaS on Power Systems hardware infrastructure

The Open Platform for DBaaS on Power Systems solution is deployed on Power Systems 
servers, uses the Mellanox network switches to interconnect with each other and to the 
network infrastructure from the data center. The Power Systems servers perform the following 
roles:

� DB compute: Where the VMs of the database instances run

� DB archive storage: Where the object storage (OpenStack Swift) runs to back up the 
database instances

� DBaaS control plane: The controller nodes, where most of the OpenStack components 
run, and where all the intelligence behind the DBaaS happens

� DB block storage: The nodes that are used as SDS running Ceph to deliver block storage 
for the VMs
10 IBM Open Platform for DBaaS on IBM Power Systems



Figure 1-7 shows the Open Platform for DBaaS on Power Systems physical components.

Figure 1-7   The Open Platform for DBaaS on Power Systems physical components

The solution is scalable, so the size and the number of servers vary according to your 
environmental; needs. For more information about the hardware components of the Open 
Platform for DBaaS on Power Systems solution, including the available sizes, see Chapter 3, 
“Architecture” on page 43.

OpenPOWER
The servers that are used in the Open Platform for DBaaS solution are IBM Power Systems 
S822LC and S821LC servers. They are flexible and powerful servers that use IBM 
POWER8® processors that are optimized for data-intensive workloads. These servers have 
an OpenPOWER foundation, and are an OEM between IBM and SuperMicro. They are 
powerful POWER8 servers with an attractive cost, optimized for Linux workloads (these 
servers do not have PowerVM hypervisor, hence do not use a Hardware Management 
Console (HMC)) with KVM virtualization features. For more information about IBM 
OpenPOWER LC servers, see IBM PowerLinux servers - OpenPOWER LC servers.

DB Compute
• Virtualized compute for DB Instances
• Two 1U servers (8001-12C), each with:

Sixteen Cores (2.3 Ghz), 128 GB memory
Two 4 TB SATA HDDs
Two 2-Port 10G NIC (Intel or Mellanox)

DBaaS Network Switches
• Two Mellanox SX1410 (8831-S48)
• Two Mellanox (8891-S52) 

DB Archive Storage
• Swift SDS object storage:

Three-way storage replication for data availability
Redundant control plane for high availability
xxxTB of total storage, xxxTB of replicated storage

• Three 1U Stratton Servers (8001-21C), each with:
Sixteen Cores (2.3 Ghz), 256 GB memory
(OS) 2+ 128 GB DOM  +  4 x SSDs x 240 GB 
One 2-Port 10G NIC (Intel or Mellanox)
One LSI 3008 External SAS
One MegaRAID SAS controller 

• Three 4U90 SMC Expansion Drawers 
• Ninety LFF – 2 TB SAS HDDs, 30 per Drawer 

DB Block Storage
• Ceph SDS block storage for DB instances, DB image library, DBaaS

infrastructure:
Three-way storage replication for data availability
Redundant control plane for high availability
xxx TB of total storage, xxx TB of replicated storage

• Three 2U servers (8001-12C), each with:
Sixteen Cores ( 2.3 Ghz), 256 GB memory
(OS) 2+ 128 GB DOM + (Meta) 2x SSD 240 GB (Journal) (1.2  DWPD) + 
(Storage) 10 x 8 TB SAS HDDs  (~80 TB)
One 2-Port 10G NIC (Intel or Mellanox)
One MegaRAID SAS controller

DBaaS Rack
• One SlimRack 7965-94Y
• Four PDUs

DBaaS Control Plane
• Three 1U servers (8001-12C), each with:

Twenty Cores (2.0 Ghz), 256 GB memory
Two 4 TB SATA HDDs
One 2-Port 10G NIC (Intel or Mellanox)
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The Power Systems servers are a key component of the solution because all open databases 
are optimized for IBM POWER® processors, and these servers have a price/performance 
relationship that provides the best performance for data-centric workloads for open databases 
(Figure 1-8).

Figure 1-8   OpenPOWER advantages for running open databases4

Metal as a Service
The Open Platform for DBaaS on Power Systems solution uses the Canonical tool MAAS to 
provision the OS (Ubuntu) on the physical servers. MAAS manages the IBM Power Systems 
servers by using its management interface (baseboard management controller (BMC)) with 
Intelligent Platform Management Interface (IPMI) functions, and installs Ubuntu during the 
deployment steps, including a complete recipe to prepare the Open Platform for DBaaS on 
Power Systems solution.

The MAAS tool also calls Juju to deploy the OpenStack components of Open Platform for 
DBaaS to automate the deployment. For more information about MAAS, see What is MAAS?

Although the initial deployment by using MAAS is performed by IBM Lab Services, MAAS and 
Juju are installed on the Open Platform for DBaaS OpenStack controller node, enabling you 
to use it for scaling or recycling the solution if needed.

4  The 80 - 100% price-performance advantage is based on the average of IBM internal measurements of Power System S822LC for Big 
Data relative to comparable x86 E5-2600v4 (Broadwell) 2-socket offerings on open source databases MongoDB and 
EDB. Comparisons use current pricing as of August 24, 2016. For more information, see IBM developerWorks: IBM Power Systems 
performance claims and proof points.
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1.2.2  DBaaS elastic cloud infrastructure

The Open Platform for DBaaS on IBM Power Systems Software™ infrastructure relies on 
state-of-the-art open source software that is widely adopted in cloud environments and used 
by many customers worldwide. With these characteristics and standardized REST APIs, the 
Open Platform for DBaaS on Power Systems solution can be integrated with existing cloud 
platforms or cloud environments, as shown in Figure 1-9.

Figure 1-9   DBaaS integration on existing cloud environments

The following sections describe some of the open source software components that are used 
to implement the Open Platform for DBaaS on Power Systems solution.
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Kernel-based Virtual Machine
The KVM virtualization feature runs on Linux, and transforms the Linux OS into a hypervisor, 
enabling it to run multiple VMs. KVM provides an open source virtualization choice for 
scale-out Power Systems servers, taking advantage of the performance, scalability, and 
security features of Power Systems servers, as illustrated by Figure 1-10.

Figure 1-10   KVM on OpenPOWER hardware

Although running on Power Systems servers, KVM still uses the industry-standard features, 
so IT professionals who are already running KVM on x86 do not need additional training for 
working with KVM on Power Systems.

In an Open Platform for DBaaS on Power Systems environment, the KVM virtualization 
feature runs in an Ubuntu server on the OpenPOWER servers. For more information about 
KVM on Power Systems, see KVM on IBM Power Systems.

Juju
Juju is a service orchestration tool that is developed by Canonical and runs on Ubuntu. Juju is 
an open source tool that provides service modeling, application deployment, and application 
relationship management. Software can be quickly modeled, with application relationships 
defined and deployed in a cloud.

Juju uses Charms, which are structured bundles of YAML configuration files and scripts for a 
certain software component that enables Juju to deploy and manage software. For more 
information about Juju, see IBM Knowledge Center.

For sample Charms from IBM that are available on Ubuntu for Power Systems, see Search 
results for ibmcharmers.

The Open Platform for DBaaS on Power Systems solution uses Juju to deploy all the 
OpenStack software components to enable a cloud-based solution for open DBs. Juju charms 
are used to install OpenStack projects in the controller nodes, including Nova, Cinder, 
Neutron, Glance, and also Ceph (for block storage) and Swift (for object storage). Juju also 
automates the deployment of OpsMgr tools, such as Nagios and Elastic Stack (Kibana).
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OpenStack
OpenStack is the OS for a cloud environment. Using multiple projects working together, 
OpenStack offers control for large pools of servers, storage, and networks in a data center, 
which builds a cloud. Together with such capabilities, OpenStack offers a Dashboard (called 
Horizon) for managing the resources. All these projects are standardized and constantly 
updated by the OpenStack community. IBM also contributes to the OpenStack development 
and provides compatibility with Power Systems.

By using OpenStack core projects, DBaaS delivers IaaS. The core projects are:

� Nova (compute): The compute service of OpenStack provides provisioning and 
management services of VMs by using supported Hypervisors, including KVM on Power 
Systems.

� Cinder (block storage): Cinder is the OpenStack project for block storage provisioning and 
management of VMs. Cinder provides virtual storage for the VMs in the cloud. Cinder 
integrates with the OpenStack Nova project and with many other storages, including IBM 
Storwize, SDSs, IBM Spectrum™ Scale, and Ceph. Cinder can be managed through the 
Horizon Dashboard.

� Neutron (network): Neutron is the network project for OpenStack that provides integration 
and management of networks, VLANs, and IP addresses (static or DHCP).

� Glance (images): Glance is the image repository project that is used by OpenStack. 
Glance provides an API-accessible service for handling images that are deployed in a 
cloud.

� Keystone (identity and security): Keystone is the project that is used by OpenStack to 
provide authentication and authorization mechanisms, controlling, for example, users and 
the projects that they can access within a cloud.

Figure 1-11 shows the OpenStack components and how they integrate with each other.

Figure 1-11   OpenStack components

The Open Platform for DBaaS on Power Systems solution uses OpenStack to provide a cloud 
environment and infrastructure. The DB image library (on top of Glance) and the DB archive 
(on top of OpenStack Swift) are described in more detail in the following sections.
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DB image library (Glance)
The DB image library in Open Platform for DBaaS is the Glance image repository that 
contains the database images that the developer or DevOps professional can deploy. At the 
time this publication was written, the DB image repository comes with MariaDB, MongoDB, 
MySQL, PostgreSQL, and Redis database images, but more images are planned to be added 
to this repository. Also, more images can be customized and imported in the Open Platform 
for DBaaS on Power Systems solution, making it available to the users to deploy database 
instances. To prepare and import database images in the Open Platform for DBaaS on Power 
Systems solution, you need to use Juju Charms.

For more information about the databases that are supported in the Open Platform for DBaaS 
on Power Systems solution, see 2.3, “Supported databases” on page 39.

An alternative method for preparing the database image is by using the dbimage-builder 
project.

DB archive (OpenStack Swift)
The Open Platform for DBaaS on Power Systems solution uses the OpenStack Swift project, 
also known as the Object Storage project, which offers cloud storage software for handling 
distributed, non-structured data through a simple API. OpenStack Swift provides a 
mechanism for backup, archiving, and data retention.

The OpenStack Swift project is used by the Open Platform for DBaaS on Power Systems 
solution to automate database backups and restores.

Software-defined storage (Ceph)
The Open Platform for DBaaS on Power Systems solution uses Ceph as the SDS platform to 
provide block storage devices to the VMs that are deployed in the cloud, which is where the 
database instances run.

Ceph is an open source, SDS platform that implements object storage in a cluster by using 
commodity hardware. Ceph also provides interfaces for object, block, and file-level storage. 
The data that is stored in Ceph storage is striped and replicated between the Ceph nodes, 
ensuring reliability and performance.

The block storage mechanism Ceph uses relies on a technology that is called Reliable 
Autonomic Distributed Object Store (RADOS) Block Device (RBD). Ceph’s client VMs view 
Ceph as a thin-provisioned block device, and when data is recorded in such block devices, 
Ceph replicates and stripes it across the Ceph cluster nodes, storing block device images as 
objects. 
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Because Ceph provides a Linux Kernel client and the KVM/Quick Emulator (QEMU) driver, 
the Open Platform for DBaaS on Power Systems solution takes advantage of it as a block 
storage provider to the database instances. The Ceph architecture, including the RBD 
mechanism is shown in Figure 1-12. 

Figure 1-12   Ceph storage architecture5

DBaaS services (Trove)
The Trove OpenStack component is the core of this solution. It provides scalable and reliable 
provisioning functions for database engines (relational and non-relational). The Trove 
component is integrated with the remaining OpenStack projects, and provides tools to 
provision and manage many kinds of database engines, removing the complexity of handling 
all the particularities of a specific database.

For example, handling database operations on MongoDB is different than it is on MariaDB. 
The database engine MongoDB has its own concepts and particularities, so creating a 
database on MongoDB involves different actions than creating a database on MariaDB. With 
the Trove component, the Open Platform for DBaaS on Power Systems user does not need to 
know all these particularities because Trove offers a single interface to perform such 
operations.

5  Source: Architecture - Ceph Documentation
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With the Open Platform for DBaaS on Power Systems solution, the developer, operator, or 
DevOps professional can provision and manage multiple database instances with different 
engines by using Trove tools. The services that are provided by Trove include provisioning of 
database instances, creation of databases, instance resizing, instance restart, instance 
deletion, and user management, as shown in Figure 1-13.

Figure 1-13   The Open Platform for DBaaS on Power Systems Trove services

Figure 1-14 shows the Open Platform for DBaaS Trove services that are categorized by areas 
of interest. It contains service, availability, security, and lifecycle management tools, which 
help development and DevOps professionals.

Figure 1-14   Trove services categorized
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Most of the Trove operations are performed by a Trove conductor running in the Open 
Platform for DBaaS controller nodes, which communicates with the Trove Agent that runs 
inside each of the VMs that are deployed by the Open Platform for DBaaS on Power Systems 
solution, as shown in Figure 1-15.

Figure 1-15   DBaaS Trove architecture

For more information about the Trove component, see Chapter 2, “IBM DevOps concepts” on 
page 25. The OpenStack Trove components that are used by the Open Platform for DBaaS 
on Power Systems solution are open source software that receives many contributions from 
the open source community and IBM. All development and contributions are upstreamed and 
available at GitHub.

DBaaS Ops Mgmt
The operators and administrators also need tools to manage the entire Open Platform for 
DBaaS on Power Systems solution. They must see logs and review statistics to ensure that 
Open Platform for DBaaS is healthy or to detect the source of any problem. The Open 
Platform for DBaaS on Power Systems solution comes with tools that are used and developed 
by the open source community that enable the operators to have good control of the entire 
solution. The components that are provided for OpsMgr purposes in the Open Platform for 
DBaaS on Power Systems solution are the following:

� Elastic stack: An integrated solution that is composed of three open source projects that 
provide a tool to retrieve, search, and analyze logs from an environment:

– Elastic search: This is the search engine that is used by the elastic stack. It provides a 
full-text search engine with an HTTP web interface, enabling the operator or 
administrator to perform text searches by using the logs of the involved components in 
the Open Platform for DBaaS to detect and review error messages.

– Logstash: Logstash is the open source software that receives data from all involved 
components in the Open Platform for DBaaS on Power Systems solution, processes 
and transforms it, and then sends it to the elastic search engine, enabling you to use it 
for the multiple logs (with different formats) by using a single interface.
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– Kibana: This is the user interface where you take advantage of the elastic stack. It is an 
open source project for data visualization that is used with elastic search. Kibana 
provides visualization capabilities for the data that is obtained and indexed by Logstash 
in an elastic search environment. This is the interface that you use to analyze the logs, 
and generate and review graphics with the data.

� Nagios: This is the monitoring tool that is used in the Open Platform for DBaaS on Power 
Systems solution. It is an open source application that monitors the servers and network 
switches from the Open Platform for DBaaS on Power Systems solution and sends alerts 
to the operators and administrators to act so that you know when something is wrong with 
your environment.

For more information about the Kibana and Nagios user interfaces, see Chapter 5, 
“Monitoring and troubleshooting” on page 123.

1.3  Open Platform for DBaaS on Power Systems product 
delivery and support flow

The initial deployment of the Open Platform for DBaaS on Power Systems solution (using 
MAAS and Juju) is performed by IBM Lab Services before shipping the solution to the 
customer. Then, after receiving the system, IBM Lab Services is reengaged onsite to perform 
the initial start, network configuration, and validation, as shown in Figure 1-16.

Figure 1-16   IBM Lab Services deployment of the Open Platform for DBaaS on Power Systems solution
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The following task list details the activities that are performed by IBM Lab Services at either 
IBM or at the customer’s location:

� Pre-installation and planning:

– Planning session and logistics (onsite or remote).

– Create the implementation documentation (racking diagram, cabling diagram, network 
topology, IP table).

� Hardware racking and cabling - IBM location:

– Validate the bill of materials.

– Install switches in racks and label them.

– Install systems in racks and label them.

– Install network cables between systems and switches, and label them.

– Box systems after testing.

� Network switch preparation - IBM location:

– Discover switches.

– Set the switch IP addresses.

� Systems preparation - Rochester:

– Update the firmware levels on all nodes as required.

– Install and configure the encryption keys (optional).

– Set BMC on all nodes to obtain the IP address through DHCP.

– Set the IP address of the management node where the provisioning tool will be run.

– Manually provision the management node for the provisioning tool.

– Install the provisioning tool.

– Edit the provisioning tool configuration file.

� OS provisioning - IBM location:

– Run the provisioning tool.

– Provision the OSs.

– Provision the OpenStack environment (management, compute, and network nodes).

– Customize the network configuration for items that are beyond the capability of the 
provisioning tool.

– Perform the postinstallation cleanup and augmentation (additional packages are 
required).

– Validate the provisioning tool results.

– Deploy OpenStack and delete the VMs.

� Base Trove/DB provisioning - IBM location:

– Validate the base Trove installation (performed by tools in a previous stage).

– Add DB-specific Trove templates. 

– Validate the Trove functions.

– Provision/deprovision the DB instance.

– Provision the DB user.
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� Onsite installation at the client site:

– Rerack and recable systems (cannot be shipped with the rack).

– Integrate the network.

– Validate the OpenStack VM provisioning (by using client images).

– Validate the Trove DB provisioning (by using client images).

– Transfer client skills.

For the Open Platform for DBaaS on Power Systems implementation to succeed, you must 
have an internet connection at the customer’s location for the Open Platform for DBaaS 
cluster (NAT is acceptable). Also, the IBM Lab Services Specialist must connect the IBM 
notebook to the Open Platform for DBaaS on Power Systems cluster. The customer must be 
available for 1 or 2 days for an onsite planning session (servers and network teams). At least 
one person from the customer must be available full time to work with the IBM Specialist 
during the implementation and testing phase.

The Open Platform for DBaaS on Power Systems solution receives contributions from several 
sources, which ensure quick development, bug fixes, new features, and improvements in 
general. The OpenStack community developers add features to the OpenStack projects, 
Canonical improves Ubuntu, MAAS, Juju and its Charms infrastructure, IBM develops and 
ports such features to the Open Platform for DBaaS on Power Systems solution, and 
upstream its contributions, so users benefit from all sources working on the open source 
solution.

IBM Technical Support Services is also engaged to provide technical support for questions, 
how to information, usage, problems, defects, and critical situations that can happen with this 
solution. Level 1 and Level 2 technical support (development support) work with Rogue Wave 
Software to fix issues in the code in case of any problem, even with the open source 
components of the solution. Such fixes are also incorporated by Open Platform for DBaaS on 
Power Systems developers and then upstreamed to the code.
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Figure 1-17 shows the offering flow from the many contributors for the Open Platform for 
DBaaS on Power Systems solution and how you can benefit from it.

Figure 1-17   Open Platform for DBaaS on Power Systems offering flow
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Chapter 2. IBM DevOps concepts

IBM DevOps is an approach that promotes closer collaboration between lines of business 
(LOBs), development, and IT operations. DevOps is an enterprise capability that enables the 
continuous delivery, continuous deployment, and continuous monitoring of applications. This 
chapter provides information about DevOps concepts and approaches, and describes how it 
applies to Infrastructure as a Service (IaaS).

This chapter contains the following sections:

� IBM DevOps
� Infrastructure as a Service+
� Supported databases
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2.1  IBM DevOps

The business changes that are driven by cloud, analytics, mobile, and social technologies are 
unprecedented in their speed and scope. In the current business environment, product and 
service delivery processes must be optimized for innovation and time-to-market.

Organizations are embracing approaches to software development that focus on the 
customer. By increasing the frequency of software delivery and reducing the time-to-feedback 
from customers, organizations can respond faster to shifts in the market and keep customers 
happy.

The increased release frequency demands tighter alignment and collaboration than are seen 
traditionally between LOBs, development, and IT operations, which drives the requirement for 
enhanced collaboration, automation, and information transparency among these groups. To 
achieve this seamless internal cooperation and promote sustained innovation across the 
enterprise, IBM recommends the adoption of DevOps.

DevOps is the practice of bringing together process and stakeholders in an organization who 
develop, operate, or benefit from the business’ software systems, enabling continuous 
delivery of value to users by applying agile and lean thinking principles.

By extending lean principles across the entire software supply chain, DevOps capabilities 
enable businesses to maximize the speed of delivery of a product or service, from initial idea 
to production, release to customer feedback, and to enhancements based on that feedback.

DevOps also helps the unification of measurements and collaboration across the 
organization, reducing expenses, duplication, and rework, and replacing the isolated 
development and operations silos to create a multidisciplinary, well-integrated team 
participating in the entire application or service lifecycle.

Organizations that practice DevOps successfully tend to adopt the following processes and 
technologies:

Design thinking Focusing on delivering exceptional user experiences and 
increasing user conversion.

Lean startup Validating ideas and testing possible solutions before 
committing significant personnel, and helping 
organizations to stay focused on solving the problems 
that matter.

Agile As the development methodology for fast feedback 
cycles through early customer involvement.

Continuous security Eliminating security vulnerabilities from applications 
before they reach production.

Delivery automation Removing the silos between development and IT 
operations, and enabling the continuous delivery of 
changes.

Application monitoring Quickly detecting and addressing software application 
issues in test and production environments.

Application and user analytics Continuous learning is used to improve the quality and 
value of applications.

Squads Small, cross-functional, self-organizing teams that own 
end-to-end responsibility.
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The value of DevOps can be illustrated as an innovation and delivery lifecycle, with a 
continuous feedback loop to learn and respond to customer needs. IBM has identified six 
phases in the DevOps lifecycle and six main DevOps practices for successful implementation 
of a DevOps approach, as shown in Figure 2-1 and Figure 2-2 on page 28.

2.1.1  DevOps lifecycle phases

The following list describes the DevOps lifecycle phases (Figure 2-1):

� Think: Conceptualization, refinement, and prioritization of capabilities.

� Code: Generation, enhancement, optimization, and testing of features.

� Deliver: Automated production and delivery of offerings.

� Run: Services, options, and capabilities that are required to run.

� Manage: Ongoing monitoring, support, and recovery of offerings.

� Learn: Continuous learning based on outcomes from experiments.

Figure 2-1   IBM DevOps lifecycle phases
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2.1.2  DevOps practices

This section describes the DevOps practices that are shown in Figure 2-2.

Figure 2-2   IBM DevOps practices

Continuous business planning
This practice employs lean principles to start small by identifying the outcomes and resources 
that are needed to test the business vision and value, to adapt and adjust continually, 
measure current progress, and learn what customers really want and shift direction with 
agility and update the plan.

Collaborative development
This practice enables collaboration between business, development, and quality assurance 
(QA). Includes support for multiple programming languages, and supports multiplatform 
development and elaboration of ideas.

Collaborative development also includes continuous integration, which promotes frequent 
team integrations and automatic builds. By integrating the system more frequently, integration 
issues are identified earlier when they are easier to fix, and the overall integration effort is 
reduced by continuous feedback because the project shows constant and demonstrable 
progress.

Continuous testing
This practice eliminates testing bottlenecks through virtualized dependent services, and 
simplifies the creation of virtualized test environments that can be easily deployed, shared, 
and updated as systems change.

This practice also reduces the cost of provisioning and maintaining test environments and 
shortens test cycle times by allowing integration testing earlier in lifecycle while helping 
development teams balance quality and speed.
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Continuous release and deployment
This practice provides a continuous delivery pipeline that automates deployments to test and 
production environments. It reduces the amount of manual labor, resource wait-time, and 
rework by using push-button deployments that enable higher frequency of releases, reduced 
errors, and end-to-end transparency for compliance.

Continuous monitoring
This practice offers easy-to-use reporting that helps developers and testers understand the 
performance and availability of their application, even before it is deployed to production.

The early feedback that is provided by continuous monitoring is vital for lowering the cost of 
errors and changes, and for steering projects toward successful completion.

Continuous customer feedback and optimization
This practice provides the visual evidence and full context for analyzing customer behavior 
and difficulties. Feedback can be applied during both pre- and post-production phases to 
maximize the value of every customer visit and ensure that more transactions are completed 
successfully. This practice enables immediate visibility into the sources of customer struggles 
that affect their behavior and impact business.

2.1.3  Cloud Infrastructure as a Service and DevOps

Cloud and DevOps are not mutually exclusive, as both of them are catalyzers for each other. 
Cloud brings the ability to dynamically provision and scale test production environments so 
that the DevOps workloads hosting is easier, faster, and flexible. In return, DevOps brings 
agile transformation for cloud services, reducing deployment times for services and 
infrastructures, improving the lifecycle management, and delivering continuous improvement 
processes.

When adopting DevOps on cloud, IBM identifies two general profiles:

� Cloud-native profile
� Cloud-enabled profile

Cloud-native profile
This profile is characterized by small teams working to shorten delivery cycles, and are 
focused on effectiveness, and user or business outcomes. These teams focus on engaging 
users across multiple touch points, including mobile platforms and social media.

The cloud-native workloads are often based on a microservices architecture to enable agility 
in change and deployment, and reuse existing web services (data management, analytics, 
cognitive processing, Internet of Things, and so on) to speed their development time.
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Figure 2-3 summarizes the main characteristics of a cloud-native profile.

Figure 2-3   Cloud-native profile

Cloud-enabled profile
This profile is characterized by teams of teams working on longer delivery cycles who are 
focused on quality improvements, faster time-to-market, and balancing cost and value.

These teams manage different architectures that tend to be complex due to many 
dependencies, and APIs are used to bridge the pre-cloud environments and the new 
cloud-based environments. The workloads can run across multiple environments: 
on-premises, private cloud, or hybrid clouds.

Figure 2-4 summarizes the main characteristics of a cloud-enabled profile.

Figure 2-4   Cloud-enabled profile
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IBM provides the infrastructure to host DevOps workloads and offers a toolset to help 
customers implement DevOps, as shown in Figure 2-5.

Figure 2-5   IBM DevOps Services

2.1.4  Infrastructure as code

When an IaaS cloud model is deployed, the cloud provider is responsible for all the underlying 
infrastructure: virtualization, servers, networking, and storage.

DevOps can be an enhancer for this underlaying infrastructure. Through different tools, 
DevOps provides a new, agile way to provision and manage infrastructures automatically 
through code rather than manual or hardware-centric processes. This process is known as 
infrastructure as code (IaC).

IaC or programmable infrastructure is the process of configuring and managing IT 
infrastructures, both physical and virtual, through definition files that are based on descriptive 
language, which provides versatile and adaptive provisioning, updating, and deployment 
processes.

When the infrastructure is conceptualized through code, it achieves a high level of 
automation, which offers the following advantages:

� Cost reduction: By eliminating manual processes, people can focus their efforts on 
important tasks, and avoid repetitive tasks or duplicate efforts. Thus, cost reduction in 
terms of effort and people is achieved.

� Faster execution: Through automation, a faster execution of infrastructure configuration is 
achieved. IaC provides visibility and traceability to all the involved equipment, enabling 
them to work quickly and efficiently.

Note: For more information about IBM DevOps Services, see DevOps toolchains.
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� Human error reduction: Automation eliminates the risk of misconfigurations that are 
associated with human error, which reduces downtime and increases the reliability of 
deployments.

Figure 2-6 shows how the IaC approach automates infrastructures.

Figure 2-6   Infrastructure as code

IaC has three key elements:

� Approaches: The approaches define how the configuration, changes, management, and 
deployment of the infrastructure are addressed. There are three main approaches:

Declarative Focuses on what is the wanted state for the infrastructure, and 
what can be done to achieve the final wanted state.

Imperative Focuses on how the infrastructure is modified to achieve something 
by defining the specific commands and their order.

Intelligent Focuses on understanding why the infrastructure must be a certain 
way based on the co-relationships and dependencies of the 
infrastructure elements. Determines the correct state of the 
infrastructure before running what is necessary to reach that state.

� Methods: The methods define how the different elements of the infrastructure are 
configured. There are two basic methods:

Put The system to be configured extracts its configuration from a 
control server through an agent that is installed on the system.

Push A control server pushes the configuration to the target system, 
usually through an ssh service. This is an agent-less method.

� Tools: Tools change, configure, and automate the entire infrastructure. They provide 
visibility and traceability of infrastructure configurations and deployments, making 
management more flexible. Tools can offer one or more of the following functions:

Code Develops the code that is responsible for configurations and 
deployments.

Version control Enables traceability to different versions of the created code, giving 
visibility to teams about changes and improvements that are made.

Code review Reviews code to ensure it does not contain errors and to identify 
improvements.

Integrate Continuous integration of the developed code, and the projects of 
the teams that are involved.

Deployment Provides configuration and continuous deployment.

Table 2-1 on page 33 shows a comparison of the main infrastructure automation tools.
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Table 2-1   Comparison of the main infrastructure automation tools

2.2  Infrastructure as a Service+

When talking about cloud-based services, IaaS has been one of the most implemented 
services models. But, the ability to offer everything as-a-service has led the 
Platform-as-a-Service (PaaS) model to being deployed over an existing IaaS layer, which 
results in the need for both layers of the stack to be efficiently integrated.

Tool Approach Method Language

Ansible  Imperative Push (can be 
configured to work 
under Pull method)

Written in Python and 
enables users to script 
commands in YAML.

Chef Imperative Pull Written in Ruby-DSL 
(Domain-Specific 
Language).

Puppet Declarative Pull Written in Ruby and 
offers custom 
domain-specific 
language (DSL) and 
Embedded Ruby 
(ERB) templates.

SaltStack  Imperative Push Written in Python and 
allows users to script 
commands in YAML.

Important: IaC does not replace IaaS, and it is not a new cloud service model. It makes 
IaaS more agile through DevOps tools.
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Figure 2-7 shows how IBM Bluemix® is the result of the integration of a PaaS layer with an 
IaaS layer.

Figure 2-7   IBM Bluemix layers

IaaS+ is based on a set of modular services that are started in the underlying infrastructure, 
which are in charge of complementing the services that are started in the PaaS layer. IaaS+ 
provides three important features for IaaS and PaaS integration:

1. Abstraction: It offers a level of abstraction for the development layer, so that PaaS users 
need not worry about complex implementations and configurations of basic components 
for the development and hosting of applications, such as databases, message queues, 
and DNS.

2. Modularity: Each component is implemented as a module that can be easily added to the 
infrastructure, and can be updated and improved independently.

3. As-a-service: The modules have an as-a-service nature, which ensures multi-tenant 
deployments and on-demand scalability.

Some of these modular services are the following:

� Database
� DNS 
� Cache
� Big data
� Messaging
� Telemetry

2.2.1  Open Platform for Database as a Service on Power Systems

The Open Platform for Database as a Service (DBaaS) on Power Systems solution refers to a 
cloud service where cloud consumers can provision, manage, consume, configure, and 
operate open source databases software without having to take care of the entire 
implementation and configuration process for the specific open source database. Users can 
deploy an open source database of their choice from a catalog of supported databases, and 
be charged according to their usage of the service.

Code

Data

Runtime

Middleware

Storage

Servers

Virtualization

OS

Networking

Code

Data

Runtime

Middleware

Storage

Servers

Virtualization

OS

Networking

Platform as a Service Infrastructure as a Service
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This service model offers enough abstraction to manage complex database operational tasks, 
such as storage allocation, backups, recoveries, database upgrades, and cluster 
configuration and resizing.

The Open Platform for DBaaS on Power Systems solution has unique advantages over 
traditional database deployment models:

� Improves speed and agility with on-demand and agile provisioning of databases, which 
are requirements for today’s cloud workloads.

� Helps reduce licensing and infrastructure costs.

� Eliminates database sprawl that is generated by the hundreds or thousands of 
underutilized or unutilized databases that have accumulated in organizations.

Figure 2-8 shows the categories of service that the Open Platform for DBaaS on Power 
Systems solution offers.

Figure 2-8   The Open Platform for DBaaS on Power Systems solution categories
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2.2.2  Trove

Trove is the database as a service OpenStack IaaS+ module that provides resource isolation, 
abstraction, and automation of complex database administrative tasks of multiple database 
instances, either relational or non-relational.

Trove is based on a pluggable approach that provides a unique framework in which many 
different databases are supported. This framework provides a set of APIs that manage the 
native processes for each supported database, so the management and operations are 
unified through standard interfaces: CLI, RESTful APIs, and a web GUI.

Trove also enables you to directly control the cluster where the database is deployed, 
enabling users to create and resize database clusters directly through Trove interfaces.

Trove abstracts the entire database deployment by interacting directly with the OpenStack 
IaaS core components. Trove communicates with Nova compute service to create virtual 
machines (VMs) on which to run database servers, with Cinder to connect to the Ceph block 
storage back end to provide database storage, and with Swift’s object storage to capture 
backups.
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Figure 2-9 shows how Trove abstracts and handles the database instances management 
lifecycle.

Figure 2-9   Database instances management lifecycle

Architecture
Trove architecture is based on a share-nothing messaging system over HTTP, where each 
component communicates to others over a message bus. Trove's components can be 
differentiated between those running on the server side (Trove-api, Message bus, and 
Trove-taskmanager), the virtual resource side (Trove-guestagent and guest image) and the 
host side (Trove-conductor).

Trove-api
Trove-api is an API server that handles the authentication, authorization, and control of basic 
functions that are related to guests agents and data stores. It focuses on taking requests from 
users, converting them into messages, validating them, and forwarding them either to the task 
manager to handle complex management tasks, or to the guest agent to manage simple 
database tasks. It supports JSON and XML APIs.
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Message bus
This is an Advanced Message Queuing Protocol (AMQP) message bus that handles the 
interaction between the API end points, the task manager, the conductor, and the guest 
agent.

Back-end database
The back-end database is used by Trove to store the state of the system. This database can 
be MySQL or MariaDB.

Trove-taskmanager
Trove-taskmanager is a database-neutral service that runs complex tasks that are related to 
the provisioning and the administration of an instance lifecycle.

This component abstracts heavy database tasks such as backup, replicas, or database 
resizing so that users do not need to worry about the specific calls that are required to 
perform such tasks for each particular database.

Trove-guestagent
Trove-guestagent is the service that runs within the guest database instance. It converts the 
commands from APIs into the language of the specific database, and is responsible for 
managing and performing operations on data stores. Each guest agent is different and 
performs tasks according to the particular data store they manage.

Guest image
The guest image is the VM image that bundles the database server along with the proper 
guest agent. This ready-to-use bundle avoids the need to create database instances from 
scratch.

Guest images can be pre-built and configured, and can be downloaded from external 
sources.

Trove-conductor
Trove-conductor is a service that runs on the host, collects information and statuses from 
guest agents, and writes them into Trove’s back-end database. By using conductor services, 
guest instances do not need a direct connection to the back-end database.
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Figure 2-10 shows the high-level interaction of Trove’s architectural components with IaaS 
core components.

Figure 2-10   High-level Trove workflow

2.3  Supported databases

Mobile applications, Web 2.0, social networks, Internet of Things, and big data generate large 
amounts of new data that companies want to absorb and use to stay competitive. These 
various data sources present as two types of data: structured and unstructured.

Much of the new data is unstructured, which means that it cannot be stored in traditional 
tabular database schemas.

Relational and non-relational databases
Traditional relational database management systems (RDBMS), such as MySQL, MariaDB, 
and PostgreSQL, have formal schema defining tables and fields, and unique numeric values, 
which are known as primary keys, that enable related tables. These databases also contain 
indexes that enable the sorting of information and making certain queries. Thus, these 
relational databases, generally known as SQL databases, handle data in a structured way.
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The non-relational or not-only-SQL databases such as MongoDB or Redis have a flexible 
schema because they handle data that does not have some kind of order that enables them 
to do a categorization like SQL databases do. Also, they have a distributed nature and are 
easily scalable.

Unstructured data can be emails, images, sound files, chats, tweets, PDFs, and so on. The 
main non-relational database types are detailed in the following sections.

Document-based
Designed for semi-structured data, documents use JSON-like field-value pairs, and are 
equivalent to the object concept in object-oriented programming.

Documents are organized through collections. For example, a document can be in a single 
collection or in several collections, depending on the implementation. Also, documents can be 
organized in a tree-like structure.

Column-based 
This database type stores data in columns, and each storage block contains data from only 
one column.

By storing data in columns, the database can more accurately access the data that it needs to 
respond to a particular query instead of scanning and discarding unwanted data in rows, 
which increases query performance, particularly in sets of large data.

Key:value
This database type uses a hash table of keys or value pairs that are known as dictionaries. 
These dictionaries contain a collection of objects, which are formed by multiple fields; each 
field contains data.

Objects are stored and retrieved by using a key that uniquely identifies them, and is used to 
quickly find data within the database.

Graph-based
This database type is based on using graph structures to perform semantic queries by using 
edges and nodes that enable the storing and representation of data.

The relationships that are established in the graph enable the data in the database to be 
linked directly to each other, making queries and retrieval of information fast. There is no 
standard query language for this type of database yet, so each one uses its own language.
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Table 2-2 shows the comparison between supported databases.

Table 2-2   Comparison between supported databases

Database Version Type Links of interest

MongoDB 3.4 Community Edition
3.4 Enterprise Edition

Document-based 
scalable 
high-performance 
database that stores 
data in JSON like 
structures 

IBM Power Systems 
and MongoDB
High Performance 
MongoDB Applications 
with IBM POWER8 

Redis 3.0 Ubuntu 16.04 
Source
3.2 Community Edition

Key:value databases 
where the value holds 
more complex data 
structures, such as 
binary-safe strings, 
linked lists, sets, 
sorted sets, hashes, 
bit arrays (bitmaps), 
and HyperLog logs 

IBM POWER8
Redis Labs

MariaDB 10.1 Community 
Edition

Relational drop-in 
replacement for 
MySQL, which 
maintains high 
compatibility through 
libraries and binary 
equivalence

MariaDB and IBM 
POWER8

PostgreSQL 5.7 Ubuntu 16.04 
Source
9.6 Community Edition

Object-oriented 
relational database

PostgresSQL and IBM 
POWER8

MySQL 5.7 Ubuntu 16.04 
Source

Relational None available
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Chapter 3. Architecture

This chapter describes the architecture of Open Platform for Database as a Service (DBaaS) 
on IBM Power Systems, showing the hardware components that are involved in this solution 
and describing its roles (including Power Systems nodes and network switches). This chapter 
also explains the information that you need to prepare when receiving the Open Platform for 
DBaaS appliance so that IBM can help you integrate it into your existing environment, 
including network infrastructure and (optionally) Lightweight Directory Access Protocol 
(LDAP) integration.

This chapter contains the following sections:

� Planning for the Open Platform for DBaaS on Power Systems solution
� Hardware and software requirements
� Infrastructure sizing
� Networking
� Solution components and roles
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3.1  Planning for the Open Platform for DBaaS on Power 
Systems solution 

The deployment, installation, and configuration of the Open Platform for DBaaS on Power 
Systems solution is performed by an IBM Lab Services team, as described in 1.3, “Open 
Platform for DBaaS on Power Systems product delivery and support flow” on page 20. When 
you receive the appliance, customizations must be performed to integrate it with your existing 
infrastructure. The next sections explain the configuration process and the information you 
must provide to IBM to succeed in this step. The following sections also show customizations 
that can be performed to integrate the Open Platform for DBaaS on Power Systems solution 
to your LDAP server for user authentication and projects authorization process, and 
customizations to the database images that can be deployed in the Open Platform for DBaaS 
on Power Systems solution.

3.1.1  Physical integration with the customer’s infrastructure

The Open Platform for DBaaS on Power Systems solution is formed by Power Systems 
server nodes, network switches, and racks. The number of nodes that are involved in this 
solution depends on the size of the Open Platform for DBaaS on Power Systems solution that 
you choose for your environment. For more information about the number of nodes and 
components that are involved in each of the available sizes, see 3.3, “Infrastructure sizing” on 
page 61.

In the Open Platform for DBaaS on Power Systems solution, the Power Systems nodes 
develop different roles, including controller nodes (where the OpenStack application runs), 
compute nodes (where the virtual machines (VMs) and the database instances run), block 
storage nodes (that provide block disks to the VMs) and object storage nodes (that enable 
backups of the database instances). These nodes are all interconnected by data switches 
(where the data of the application traffic to the database instance) and management switches. 
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Figure 3-1 shows the high-level components of the Open Platform for DBaaS on Power 
Systems solution, with its components assembled in a rack.

Figure 3-1   High-level component architecture diagram: DBaaS

Each node has several network ports, which are used for the following purposes:

� Management / IPMI: The purpose of this network interface is to communicate with the 
Power Systems nodes by using the Intelligent Platform Management Interface (IPMI) to 
manage and monitor the nodes, and also to install the bare metal operating system (OS) 
during the deployment phase of the solution. In the OpenPOWER LC servers, this network 
port is an interface to the baseboard management controller (BMC). This interface 
enables the Metal as a Service (MAAS) to perform management operations such as turn 
on, turn off, and restart a node when needed.

� Management / Preboot Execution Environment (PXE): This interface is used for the PXE, 
which enables the nodes to be started remotely by the MAAS to load a kernel and install 
the OS on the servers.

� Data: This is the data network, which the applications use to communicate with the 
database engines that are deployed within the Open Platform for DBaaS on Power 
Systems solution.

Rack:
QTY:  1
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Operational Management
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- ELK Stack (Elasticsearch, Logstash, Kibana)
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Figure 3-1 on page 45 shows network switches that are dedicated for management purposes 
and other switches that are dedicated for data purposes. The management switches are used 
internally by the cluster, and the data switches must be connected to your network 
infrastructure through uplink ports, enabling the databases to reach the remaining 
components of your environment. Figure 3-2 shows a high-level network architecture diagram 
that is used in the Open Platform for DBaaS on Power Systems solution.

Figure 3-2   High-level network architecture diagram

As the development of the Open Platform for DBaaS on Power Systems solution continues, 
an updated version of its design is maintained at GitHub.
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Figure 3-3 shows the network topology that is used in the Open Platform for DBaaS on Power 
Systems solution with the VLAN configuration.

Figure 3-3   Open Platform for DBaaS on Power Systems network diagram

The Bill of Materials shows the list of servers and switches, referenced as the bill of materials, 
which are currently supported in the Open Platform for DBaaS on Power Systems solution

These links are provided as a reference for the architecture of the Open Platform for DBaaS 
on Power Systems solution, given that all these details are taken care by the IBM Sales 
Representative when you acquire the solution.

Information that is required from the existing infrastructure
When the Open Platform for DBaaS on IBM Power Systems is acquired, IBM assembles, 
installs, and configures all the involved components in its facility before shipping it to the 
customer. These steps are performed by using MAAS and Juju.

During the delivery, implementation and integration of the Open Platform for DBaaS on Power 
Systems solution to your environment, IBM Lab Services is also engaged to perform the 
required configuration. There are several environment-specific pieces of information that must 
be provided to properly configure the appliance, such as information that is detailed in 
Table 3-1 on page 48, Table 3-2 on page 48, Table 3-3 on page 49, Table 3-4 on page 49 and 
Table 3-5 on page 50.
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Table 3-1   Logistics, floor space, and power requirements

Table 3-2   General networking information

Information Description Example

Primary point of contact (PoC) Primary PoC at client location to 
be available while onsite.

Fabio Martins 
(fabio@client.com)

Data center location Address of data center for 
receiving shipment.

11501 Burnet Rd., Austin, TX 
78758

Rack floor location Identify floor space for racks. Building 100, Room 10, K1-AA2

Review power requirements Provide power requirements 
information and obtain date of 
readiness.

Four Power Distribution Units 
(PDUs) ordered with L60A 
single phase connector, 25,000 
W max total consumption, 
whips ready to connect by 
6/1/2017

Node and switch names Provide the first draft of servers 
and switch names in racks and 
get feedback and changes 
documented. Each node in the 
cluster needs a host name to be 
associated with the 
management network IP. The 
prefix can be modified and node 
numbering is applied by MAAS.

See rack layout tab: compute-1, 
control-1, ceph-1, switft-1, 
mgmt-eth-sw1, and 
data-eth-sw1

Information Description Example

Domain name Obtain client domain name for 
system.

ibm.com.

Upstream DNS servers Although a DNS server is 
configured within the cluster, 
upstream DNS servers must be 
defined for names that cannot 
otherwise be resolved.

4.4.4.4 and 8.8.8.8 as default 
public upstream DNS servers

NTP NTP Time Server host name or 
IP address.

10.0.16.99.

External Internet access How will each node get to the 
internet? Is there a NAT on the 
data or management networks? 

A router on 10G data network at 
10.0.0.1 provides NAT. 

Switch configuration mode The deployment tool uses 
passive mode when the 
customer is doing all switch 
configurations. Active (the 
default) mode is when the 
solution includes the switches 
and the deployment tool is 
configuring the switches 
automatically.

Active.
48 IBM Open Platform for DBaaS on IBM Power Systems



Table 3-3   Management network switch information (1 Gbps network switch)

Table 3-4   Data network switch information (10 Gbps network)

Information Description Example

Management switch external IP 
address

1G management switch IP 
address that is manually 
configured on default VLAN 1 
for deployer access before 
building other VLANs.

192.168.1.20

Management switch internal 
VLAN and IP address range

Private management network 
VLAN and IP range for the 
deployer and network switches 
on internal 1G network.

VLAN 16 - 192.168.16.0/24 
(254 addresses)

Management switch internal IP 
address 

IP address of the management 
switch. Labeled 
ipaddr-mgmt-switch in 
config.yml in the example.

192.168.16.20

Management client network 
VLAN and IP address range

Private management network 
VLAN and IP range for the 
cluster nodes on internal 1G 
network. The deployment tool 
auto assigns from this range to 
each nodes PXE interface 
(eth15).

VLAN 20 - 192.168.20.0/24 
(254 addresses)

Information Description Example

Data switch IP address Management IP address of the 
data switch in the rack. Labeled 
ipaddr-data-switch in 
config.yml in the example.

192.168.16.25.

Network switch uplinks Which ports and VLANS are 
used for uplinks on the 
management and data network 
switches.

Ports xx link agg on each 10G 
switch to customer switch xx 
ports xx with port VLAN ID xx, 
Port xx on management switch 
uplink to customer port xx on 
customer switch xx.

Network node bonding Will nodes have single eth10 or 
eth11 interfaces with no 
bonding, or will there be two 
10G ports bonded for osbond0 
(eth10 and 11) and osbond1 
(eth12 and 13)?

Single eth ports for eth10 and 
eth11 10G interfaces.

Data network VLAN and IP 
address range

Private data network VLAN and 
IP range for the cluster nodes 
on the 10G network. The 
deployment tool auto assigns 
an IP from the range to each 
node's data interface (individual 
or bonded).

VLAN 20 - 10.0.16.0/22 (1022 
addresses).

OS management network OpenStack private 
management network VLAN 
and IP range.

VLAN 10 - 172.29.236.0/22 
(1022 addresses).
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Table 3-5   Databases and use cases

Open Platform for DBaaS on 
Power Systems client 
management reserved IPs

Range of IP addresses within 
the OS infrastructure 
management network for 
deployed databases. This is a 
subset within the OS 
management network range.

172.29.236.100 - 150.

OS storage network OpenStack private storage 
network VLAN and IP range.

VLAN 20 - 172.29.244.0/22 
(1022 addresses).

OS tenant VXLAN network OpenStack private tenant 
VXLAN network VLAN and IP 
range.

VLAN 30 - 172.29.240.0/22 
(1022 addresses).

Open Platform for DBaaS client 
VXLANS

How many tenant VXLANs are 
needed if data network 
separation is necessary for the 
deployed databases?

Three VXLANS, 1 for 
development, 1 for test, and 1 
for quality assurance (QA).

OS VXLAN range Range that OpenStack can use 
when creating client VXLANS 
(1 - 1000).

300 - 500.

External connections into 
databases

Will VXLANs need to be 
accessible from outside 
networks (for example, floating 
IPs)?

Development VXLAN needs 
access from all external 
networks (for example, 
developer notebooks). Plan for 
30 floating IPs on the data 
network.

OS VLAN range Range that OpenStack can use 
when creating client VLANS (1 - 
4094).

150 - 200.

Controller (horizon) external 
and internal floating IPs

An internal (OS management) 
and external (also for Horizon 
GUI) floating IP is assigned to 
the master controller for high 
availability.

10.0.16.50 and 172.29.236.50.

Information Description Example

Certificates Are signed certificates provided 
or are self-signed certificates 
required?

None available.

Types of databases What open source databases, 
including versions, are 
required.

MongoDB x.x.x or Redis x.x.x.

Database sizes What templates are needed 
(small, medium, or large), and 
what CPU, memory, and 
storage is required for each 
database?

� Small: One CPU, 4 GB 
memory, and 10 GB disk

� Medium: Two CPUs, 8 GB 
memory, and 30 GB disk

� Large: Four CPUs, 16 GB 
memory, and 50 GB disk

Information Description Example
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All the information that you provide to IBM is added to a configuration file that is used by 
MAAS and Juju to deploy the solution, and to customize it in your environment. An example of 
this configuration file is available at GitHub.

Deployment node consideration (MAAS and Juju server node)
During the deployment of the Open Platform for DBaaS on Power Systems solution (still at an 
IBM location), a server is used as the deployment node, where the MAAS and Juju server is 
installed. This node is used to implement or deploy the whole environment, including activities 
such as installation of the OS on the bare metal servers, configuration of the network 
switches, installation and configuration of the OpenStack components, installation and 
configuration of the Ceph software-defined storage components, and installation and 
configuration of the operational management tools.

The deployment node is a separate server, not included in the Open Platform for DBaaS on 
Power Systems solution. It can be a POWER8 server or an x86 server. The node that is used 
inside IBM to deploy the solution is not shipped with it, so you must have an additional server 
at the customer’s location to use as the MAAS and Juju server for adding nodes (scaling the 
solution in the future) and maintaining software levels (upgrade Ubuntu, OpenStack, Ceph, 
and so on). Here are the minimum requirements for the deployment node:

� Two cores and 32 GB RAM

� One network interface connection of 1 Gbps (connect to the management network)

� Ubuntu 16.04 LTS

If you already have a MAAS and Juju server, you can use it; otherwise, you can acquire a 
POWER8 server for this purpose.

Use cases What use cases are needed? Build image, deploy, resize, 
back up, destroy, restore, and 
user management.

Projects and user IDs Are there any specific projects 
or users that must be created?

� ProjectA with users testa1 
and testa2 

� ProjectB with users testb1 
and testb2

Deployer node (Optional) Will there be a 
requirement to have the 
deployer node at the client 
location?

The client provides an x86 
server with Ubuntu 16.04.01 
that has Internet access and 
can connect to the 
management switch and 
optionally the data switch.

Default node login data Node IDs and passwords. � BMC/IPMI network 
(Admin/Admin)

� OS management network 
(ubuntu/passw0rd)

Timeline Set the target timeline to 
achieve the start of PoC.

� June 1 - 14: Assembly in 
Rochester pre-build lab

� June 14 - 21: Tear-down 
and ship to client location

� June 21 - 25: Assembly, 
reinstall, and load images in 
client location

� June 26: PoC start

Information Description Example
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Racking considerations
The Open Platform for DBaaS on Power Systems solution is composed of different Power 
server models and types, which also perform distinct roles. The details of the components 
and their roles are described in 3.5, “Solution components and roles” on page 70. In this 
section, you get an overview and a description of the nodes and its roles, as a quick reference 
for the racking considerations:

� Compute nodes: The nodes where the VMs (and the database instances) run. These are 
Power System S812LC (8001-12C) servers.

� Controller nodes: The servers where the OpenStack components run. These are Power 
System S822LC (8001-22C) servers.

� Ceph nodes: The server where the Ceph components run and provide block storage to the 
VMs. These are also Power System S822LC (8001-22C) servers.

� Swift nodes: The servers where the Swift components of the OpenStack run. These 
servers are used for backup purposes. They are Power System S812LC (8001-12C) 
servers. IBM 5U84 JBOD disk drawers are shipped with the Swift nodes. These drawers 
are connected to the Swift nodes by using SAS connections to expand their storage 
capacity.

When the components of the Open Platform for DBaaS on Power Systems solution arrive at 
your location, they can be racked and cabled. There is a suggested layout for racking the 
nodes, which varies according to the size of the Open Platform for DBaaS on Power Systems 
solution that was chosen. The racking description in this section considers the Cloud Scale 
size of the solution (for more information about available sizes, see 3.3, “Infrastructure sizing” 
on page 61), which has all the possible components. If your Open Platform for DBaaS on 
Power Systems solution has fewer components, they are placed in the same locations in the 
rack, leaving empty spaces for the missing components (compared to the Cloud Scale size), 
which will be available for future expansion of the cluster. The racking suggestion is as 
follows:

� Data network switches: The data switches are placed in positions U25 and U26 of the 
rack.

� Management network switches: The management switches are placed in positions U23 
and U24 of the rack.

� Swift nodes and storage drawers: The three Swift nodes and the three storage drawers 
use 15 Us of the rack. They are positioned at the bottom of the rack, using positions U2 - 
U16.

� Ceph nodes: The Ceph nodes use 2U each, and they are positioned on top of the Swift 
nodes, using U17 - U22.

� Controller nodes: The controller nodes use 2U each, and they are placed on top of the 
network switches, using U27 - U32.

� Compute nodes: All the compute nodes are placed on top of the controller nodes. They 
are 1U node and use the remaining space according to the number of compute nodes that 
your solution has (varies according to the size that is chosen).

� PDUs: The PDUs are usually placed vertically at specific locations of the rack.
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Figure 3-4 shows the suggested layout for racking a Cloud Scale size Open Platform for 
DBaaS on Power Systems solution.

Figure 3-4   Cloud Scale size racking suggestion

Cabling considerations
The Open Platform for DBaaS on Power Systems cabling considerations cover the following 
components that requires cabling:

� Storage cabling
� Network cabling
� Power supply cabling
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Storage cabling
The only components that require storage cabling are the Swift nodes because they are 
connected to a JBOD storage drawer to expand their storage capacity. Figure 3-5 shows the 
rear view of the Swift nodes and where the storage connections are. Figure 3-6 shows the 
rear view of the storage controller and where the SAS connection goes from the Swift nodes.

Figure 3-5   Rear view of the Swift node: Storage connections

Figure 3-6   Rear view of the storage controller: Storage connections
54 IBM Open Platform for DBaaS on IBM Power Systems



Network cabling
For the network cabling, there are two types of networks that must be considered: 
management (1 Gbps network) and data (10 Gbps network). The management network is 
used for IPMI and PXE purposes, so the adapters that are labeled Mgmt IPMI and Mgmt 
PXE can go to the management network switches, and the adapters that are labeled data can 
go to the data network switches. There are two different Power Systems server models in this 
solution: S822LC (8001-22C) and S821LC (8001-12C), and both must be considered. 
Figure 3-7 shows the S821LC server network cabling layout. Figure 3-8 shows the S822LC 
server network cabling layout.

Figure 3-7   S821LC (8001-12C) network cabling layout

Figure 3-8   S822LC (8001-22C) network cabling layout
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These cabling rules are valid for all types of nodes (compute, controller, Ceph, or Swift). 
Figure 3-9 shows the network cabling layout from the management switch perspective. The 
prefix Ctrl-X represents cabling coming from the controller nodes. The prefix Comp-X 
represents cabling coming from the compute nodes. The prefix Ceph-X represents cabling 
coming from the Ceph nodes. The prefix Swift-X represents cabling coming from the Swift 
nodes. The deployer node (where MAAS and Juju server run) also needs a network 
connection to the management switch.

Figure 3-9   Management network switch cabling considerations

The same prefixes apply to the data network switches that are shown in Figure 3-10.

Figure 3-10   Data network switch cabling considerations
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Power supply cabling
The racks that are used for the Open Platform for DBaaS on Power Systems solution usually 
have four PDUs for power connections to the cluster nodes and components. It is preferable 
to have redundant power lines to feed these PDUs, and connect two PDUs per power line. 
With such a layout, the servers with redundant power supplies can be connected to PDUs 
going to different power lines (for example, PDU1 goes to power line 1 and PDU3 goes to 
power line 2, so in a server with two power supplies, one can go to PDU1 and the other can 
go to PDU3). Both the S821LC and S822LC Power System servers have redundant power 
supplies, so consider connecting each power supply to PDUs going to different power lines for 
redundancy purposes.

If you cannot connect both power supplies, or if a component with a single power supply is 
inserted in the cluster, you can consider distributing the connection of nodes from the same 
role between different PDUs and power lines. For example, if you have three Ceph nodes, do 
not connect all to the same PDU and power line, but two servers in a power line (through two 
different PDUs) and the third server to a different PDU or power line so that you have some 
level of redundancy. If there is a PDU or power line failure, at least one Ceph node still is 
available to attend the cluster workload.

Cluster and OpenStack deployment
All the information that is provided to IBM during the initial phase of the implementation of the 
Open Platform for DBaaS on Power Systems solution (see the example of information that 
you must provide in “Information that is required from the existing infrastructure” on page 47) 
is used during the deployment phase of the cluster (which installs and configures all the 
components, including OS on the nodes and the OpenStack software). Such information is 
added to a configuration file in the YAML format (YAML is a data serialization standard that is 
used by many applications), which is provided to MAAS for the deployment of the 
environment.

MAAS automates the deployment by installing and configuring components (Power System 
servers and network switches). A sample of this configuration file that is prepared for the 
Open Platform for DBaaS on Power Systems solution is available at GitHub.

After the work is run by MAAS, the Juju server is also used to install and configure the 
OpenStack components on the nodes. Additional parameters can be required by Juju during 
this configuration step, as shown in Table 3-6.

Table 3-6   Additional parameters that are required for OpenStack deployment

Juju deploys the OpenStack components by using containers. The container technology that 
is used for the OpenStack components is LXD, which is a lightweight container hypervisor 
that is based on LXC, which is an application that creates and maintains containers on a local 
node, and provides an API for its management. For more information about LXC and LXD, 
see the LXD documentation at Ubuntu.

Parameter Description Example

Keystone password The password that is used for the OpenStack 
authentication services.

passw0rd

Virtual Router 
Redundancy Protocol 
(VRRP) ID

Virtual Router ID that is in the range 1 - 255 and must be 
unique across the network. This ID is scoped to a 
network, considering it is based on a broadcast protocol, 
so the network administrator must make sure that there 
is no other cluster or network services (such as routers) 
that are using this VRRP ID.
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The deployment is performed at an IBM location before shipping the equipment, and the 
integration is done at the customer’s site by an IBM Lab Services Specialist.

3.1.2  Security integration (LDAP and Keystone) 

As an optional step, you can integrate your Open Platform for DBaaS on Power Systems 
solution with an existing LDAP or an Active Directory server for authentication and also 
authorization (determines what a user can do in the Open Platform for DBaaS on Power 
Systems solution after authentication).

The OpenStack component that handles authentication services is Keystone, and it supports 
integration with LDAP, including multiple domains (for example, multiple tenants, or 
customers, with different LDAP servers authenticating and using the same Open Platform for 
DBaaS on Power Systems solution). Configure OpenStack Keystone support for 
domain-specific corporate directories describes the authentication process and support for 
Keystone and LDAP.

The OpenStack Keystone configuration for integration with LDAP is explained in Integrate 
Identity with LDAP.

And, in case you want to enable multiple domains, there are additional steps that must be 
performed, as described in Domain-specific configuration.

If you are planning to integrate the Open Platform for DBaaS on Power Systems solution with 
an existing LDAP server, work with IBM during the planning and implementation phase and 
engage your LDAP administrator to provide the information, which is needed for Keystone to 
authenticate by using your LDAP, as shown in Table 3-7.

Table 3-7   Information that is required for Keystone integration with LDAP

Note: These documents describe the configuration that is performed after the deployment 
of the OpenStack components. If you want to integrate the Open Platform for DBaaS on 
Power Systems solution with your LDAP server, pass this requirement along to the IBM 
Lab Services representative during the planning phase of the solution so that the LDAP 
configuration is included in the configuration files that are used for the deployment (YAML). 
Implementing LDAP (or Active Directory) backends contains an example of the LDAP 
information being configured in the files that are used during the deployment of the Open 
Platform for DBaaS on Power Systems solution.

Information Description Example

LDAP server IP address The IP address of the LDAP 
server

9.3.18.57

LDAP admin account The administrator account for 
the LDAP server

cn=admin,dc=ibm,dc=com

LDAP password The password for the admin 
account provided

Passw0rd#

User search tree The user search base for users 
in this domain

user_tree_dn: 
"ou=Users,o=MyCorporation"
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3.1.3  Custom database images

Several open database images are available as soon as the Open Platform for DBaaS on 
Power Systems deployment is complete, so you can deploy and start using them immediately. 
If you want to customize the images, for example, by including some software that your 
company uses to track the VMs in a standardization process, you can use the Open Platform 
for DBaaS on Power Systems solution to build your own images, customizing them and 
importing them into the Glance repository so that you can deploy your customized VMs later.

Section 2.3, “Supported databases” on page 39 has a list and description of the databases 
that are supported in the Open Platform for DBaaS on Power Systems solution, and the ones 
that are available as soon as the solution is deployed. In “Image building” on page 212, you 
can find the steps for customizing and building your own image.

3.2  Hardware and software requirements

The hardware that is required for running the Open Platform for DBaaS on Power Systems 
solution depends on the size of the appliance you choose. A list of the model, type, and the 
quantity of servers, and network switches that are required for each of the available sizes is in 
Bill of Materials.

Section 3.3, “Infrastructure sizing” on page 61 provides details about the available sizes and 
components of the Open Platform for DBaaS on Power Systems solution. Sections 3.4, 
“Networking” on page 68 and 3.5, “Solution components and roles” on page 70 provide 
detailed information about each physical component.

Group search tree The group search base for 
groups in this domain

group_tree_dn: 
"cn=openstack-users,ou=User
s,o=MyCorporation"

General search tree The general search base for 
this domain

ou=Openstack,dc=ibm,dc=com

Information Description Example
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In terms of software requirements, all the software components are installed and configured 
in the nodes by MAAS and Juju during the deployment phase. Table 3-8 shows the software 
components that are used in the Open Platform for DBaaS on Power Systems environment.

Table 3-8   Software components used in the Open Platform for DBaaS on Power Systems 

Main Component Object storage DBaaS

OS and hardware infrastructure Ubuntu 16.04 LTS
GCC 4:53
Python 2.7 or 3
Ruby 1:2.3
Java7 2.6.8-1
LXC 2.0.7
Apache2 2.4.18
Pciutils 1:3.3.1
Sendmail 8.15.2-3
Sysstat 11.2.0

Ubuntu 16.04 LTS
GCC 4:53
Python 2.7 or 3
Ruby 1:2.3
Java7 2.6.8-1
LXC 2.0.7
Apache2 2.4.18
Pciutils 1:3.3.1
Sendmail 8.15.2-3
Sysstat 11.2.0

Basic infrastructure (deployed 
with OpenStack)

Memcached
MySQL / Galera
RabbitMQ
HAProxy
Keepalived

Memcached
MySQL / Galera
RabbitMQ
HAProxy
Keepalived

OpenStack (all Ocata) Keystone
Horizon
Swift

Keystone
Glance
Nova API, Scheduler, Compute
Neutron + Agents
Cinder API
Heat
Horizon
Swift
Trove

Ceph (all Jewel) Ceph Mon
Ceph object storage daemon 
(OSD)
Ceph MDS
Reliable Autonomic Distributed 
Object Store (RADOS) Block 
Device (RBD) / Client

Ceph Mon
Ceph OSD
Ceph MDS
RBD / Client

Operations Operations management 
(OpsMgr)
Elasticsearch
Logstash and FileBeat
Kibana + Dashs
Nagios, Nagios Remote Plugin 
Executor (NRPE)
Nagios Plugins

OpsMgr
Elasticsearch
Logstash and FileBeat
Kibana + Dashs
Nagios, NRPE
Nagios Plugins 

Databases Not applicable Redis
MySQL
MariaDB
MongoDB
PostgreSQL
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3.3  Infrastructure sizing

The Open Platform for DBaaS on Power Systems solution is a scalable solution and can be 
resized according to your needs. There are initially four reference configurations (or four 
different sizes), but these configurations can be increased according to specific needs. 
Figure 3-11 shows the current reference configurations for the Open Platform for DBaaS on 
Power Systems solution.

Figure 3-11   Reference configurations for the Open Platform for DBaaS on Power Systems solution

The next sections specify the number of components for each size. All this information is Bill 
of Materials.

3.3.1  Starter

The starter configuration is a simple environment that requires only three servers to deploy an 
Open Platform for DBaaS on Power Systems solution. This configuration enables the Open 
Platform for DBaaS on Power Systems features so that you can get used to its functions. The 
same features from all other sizes are available, except for the Swift Object Storage, and can 
be used for backups (which is not deployed in this scenario).
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In the starter reference configuration, the controller, compute node, and software-defined 
block storage (Ceph) functions are performed by the same three nodes, which have the three 
functions. Even the starter configuration provides some level of redundancy, given that three 
nodes work as Ceph (maintaining copies of the data), providing fault tolerance. Figure 3-12 
shows the Open Platform for DBaaS on Power Systems starter size components.

Figure 3-12   Starter Open Platform for DBaaS on Power Systems solution

Table 3-9 shows the hardware components of the starter Open Platform for DBaaS on Power 
Systems solution.

Table 3-9   Starter Open Platform for DBaaS on Power Systems hardware components

Function Quantity Hardware description

Compute, OpenStack 
controller, and Ceph 
node

3 2U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB memory
� (OS) 2 SSDs 240 GB + (Meta) 2 SSDs 240 GB 

(Journal) (1.2 DWPD) + (Storage) eight 8 TB SAS 
HDDs (~80 TB)

� One 2-Port 10G NIC (Intel/Mellanox)
� One MegaRAID SAS controller

Management switch 1 Mellanox (8891-S52)

Data switch 1 Mellanox SX1410 (8831-S48)
62 IBM Open Platform for DBaaS on IBM Power Systems



3.3.2  Entry (small)

The entry configuration provides all the functions of the Open Platform for DBaaS on Power 
Systems solution, including the Swift Object Storage, which is used for backup purposes. The 
controller, compute, and Ceph functions are performed by different nodes. In this scenario, 
you have two compute nodes, three controller nodes, three Ceph nodes, three Swift nodes, 
and redundant data and management network switches, as shown in Figure 3-13.

Figure 3-13   Entry Open Platform for DBaaS on Power Systems solution

Table 3-10 shows the hardware components of the entry Open Platform for DBaaS on Power 
Systems solution.

Table 3-10   Entry Open Platform for DBaaS on Power Systems hardware components

Function Quantity Hardware description

Compute node 2 1U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 128 GB memory
� Two 4 TB SATA HDDs
� Two 2-Port 10G NIC (Intel 10G/Mellanox)

OpenStack controller node 3 1U 8001-12C servers, each with:
� Twenty Cores (2.0 GHz) and 256 GB
� Two 4 TB SATA HDDs
� One 2-Port 10G NIC (Intel 10G/Mellanox)
Chapter 3. Architecture 63



Ceph node 3 Ceph software-defined storage (SDS) block storage 
for DB instances, DB image library, Open Platform for 
DBaaS infrastructure:
� Three-way storage replication for data availability
� Redundant control plane for high availability
� 192 TB of total storage and 64 TB of replicated 

storage
2U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB memory
� (OS) two SSDs 240 GB + (Meta) two SSDs 240 

GB (Journal) (1.2 DWPD) + (Storage) eight 8 TB 
SAS HDDs (~80 TB)

� One 2-Port 10G NIC (Intel/Mellanox)
� One MegaRAID SAS controller

Swift Object Storage node 3 Swift SDS object storage
� Three-way storage replication for data availability
� Redundant control plane for high availability
1U 8001-21C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB Memory
� (OS) Two SSDs + (Meta) Two SSDs x 240 GB 
� One 2-Port 10G NIC (Intel/Mellanox)
� One LSI 3008 External SAS
� One MegaRAID SAS controller 

Data network switch 2 Mellanox SX1410 (8831-S48)

Management network switch 2 Mellanox (8891-S52) 

Function Quantity Hardware description
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3.3.3  Cloud scale (medium)

The cloud scale configuration is an upgrade to the entry configuration. The cloud scale size 
receives two additional compute nodes and three additional IBM 5U84 JBOD disk drawers, 
which are connected to the Swift nodes by using SAS connections to expand their storage 
capacity. Figure 3-14 illustrates the cloud scale configuration size.

Figure 3-14   Cloud scale Open Platform for DBaaS on Power Systems solution

Table 3-11 shows the hardware components of the cloud scale Open Platform for DBaaS on 
Power Systems solution.

Table 3-11   Cloud scale Open Platform for DBaaS on Power Systems hardware components

Function Quantity Hardware description

Compute node 4 1U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 128 GB memory
� Two 4 TB SATA HDDs
� Two 2-Port 10G NICs (Intel 10G/Mellanox)

OpenStack controller node 3 1U 8001-12C servers, each with:
� Twenty cores (2.0 GHz) and 256 GB 
� Two 4 TB SATA HDDs
� One 2-Port 10G NIC (Intel 10G/Mellanox)
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Ceph node 3 Ceph SDS block storage for DB instances, DB image 
library, and Open Platform for DBaaS infrastructure:
� Three-way storage replication for data 

availability
� Redundant control plane for high availability
� 192 TB of total storage and 64 TB of replicated 

storage
2U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB memory
� (OS) two SSDs 240 GB + (Meta) two SSDs 240 

GB (Journal) (1.2 DWPD) + (Storage) eight 8 TB 
SAS HDDs (~80 TB)

� One 2-Port 10G NIC (Intel/Mellanox)
� One MegaRAID SAS controller

Swift Object Storage node 3 Swift SDS object storage:
� Three-way storage replication for data 

availability
� Redundant control plane for high availability
1U 8001-21C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB Memory
� (OS) two SSDs + (Meta) two SSDs x 240 GB 
� One 2-Port 10G NIC (Intel/Mellanox)
� One LSI 3008 External SAS
� One MegaRAID SAS controller 
Three 4U90 SMC expansion drawers:
� Ninety LFF – 2 TB SAS HDDs, 30 per drawer 

Data network switch 2 Mellanox SX1410 (8831-S48)

Management network switch 2 Mellanox (8891-S52)

Function Quantity Hardware description
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3.3.4  Performance (large)

The performance configuration is an upgrade to the cloud scale configuration. This 
configuration adds two more compute nodes to the solution, for a total of six compute nodes, 
together with the other remaining components. Figure 3-15 shows the performance size of 
the Open Platform for DBaaS on Power Systems solution.

Figure 3-15   Performance size Open Platform for DBaaS on Power Systems solution

Table 3-12 shows the hardware components of the performance size Open Platform for 
DBaaS on Power Systems solution.

Table 3-12   Performance Open Platform for DBaaS on Power Systems hardware components

Function Quantity Hardware Description

Compute node 6 1U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 128 GB memory
� Two 4 TB SATA HDDs
� Two 2-Port 10G NICs (Intel 10G/Mellanox)

OpenStack controller node 3 1U 8001-12C servers, each with:
� Twenty cores (2.0 GHz) and 256 GB memory
� Two 4 TB SATA HDDs
� One 2-Port 10G NIC (Intel 10G/Mellanox)
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3.4  Networking

The network layer is architected over two networks: the management network and the data 
network.

The management network is how the JuJu orchestrator accesses and configures each one of 
solution nodes: compute nodes, control nodes, block storage nodes, and object storage 
nodes, either to deploy the solution, run administrative tasks, or expand the solution.

The data network is how the nodes communicate with each other and handle the internal 
processes: instances creation, data storage and retrieval, backups, and so on.

Ceph node 3 Ceph SDS block storage for DB instances, DB image 
library, and Open Platform for DBaaS infrastructure:
� Three-way storage replication for data 

availability
� Redundant control plane for high availability
� 192 TB of total storage and 64 TB of replicated 

storage
2U 8001-12C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB memory
� (OS) two SSDs 240 GB + (Meta) two SSDs 240 

GB (Journal) (1.2 DWPD) + (Storage) eight 8 TB 
SAS HDDs (~80 TB)

� One 2-Port 10G NIC (Intel/Mellanox)
� One MegaRAID SAS controller

Swift Object Storage node 3 Swift SDS Object storage
� Three-way storage replication for data 

availability
� Redundant control plane for high availability
1U 8001-21C servers, each with:
� Sixteen cores (2.3 GHz) and 256 GB memory
� (OS) two SSDs + (Meta) two SSDs 240 GB 
� One 2-Port 10G NIC (Intel/Mellanox)
� One LSI 3008 External SAS
� One MegaRAID SAS controller 
Three 4U90 SMC expansion drawers:
� Ninety LFFs – 2 TB SAS HDDs, 30 per drawer 

Data network switch 2 Mellanox SX1410 (8831-S48)

Management network switch 2 Mellanox (8891-S52)

Function Quantity Hardware Description
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Both the management network and the data network must implement VLANs for the logical 
segmentation and isolation of nodes subnetworks. Table 3-13 shows the basic VLANs that 
must be configured.

Table 3-13   Basic VLANs 

3.4.1  General requirements

Here are the general network requirements:

� At least one data switch and one management switch.

� All the nodes must support IPMI and PXE boot.

� All the nodes require one BMC and one PXE port connection.

� The BMC ports of all the nodes must be configured to obtain an IP address through DHCP.

� Each node requires at least four 10 Gb connections in its data network.1

� Each node requires 1G connections for BMC and PXE ports.

� Single racks with single or redundant data switches with MLAG are supported.

� Multiple racks can be interconnected with traditional two-tier access-aggregation 
networking.2

Switch support considerations
The Open Platform for DBaaS on Power Systems solution includes a Lenovo G8052 as the 
management switch and Mellanox SX1410 and SX1710 data switches.

If different switches are used, they must be configurable either by cluster-genesis or by Juju 
OPNFV Infrastructure Deployer (JOID).

VLAN name Description VLAN ID

OSM OpenStack management Value according to the 
environment

OSS OpenStack storage Value according to the 
environment

TVX Tenant VXLAN Value according to the 
environment

CR Ceph replication Value according to the 
environment

SR Swift replication Value according to the 
environment

1  Node ports are bonded (LACP) in pairs.
2   Two-tier leaf-spine networks with L3 interconnect capable of supporting VXLAN are intended to be supported in 

the future.
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3.5  Solution components and roles

The Open Platform for DBaaS on Power Systems cluster is built on top of IBM S822LC and 
S821LC servers, which are flexible systems that incorporate many innovations that are 
developed by the OpenPOWER Foundation. These are also low-cost servers, but still provide 
all the features and performance that are delivered by the POWER processor. In 1.2, “Open 
Platform for DBaaS on Power Systems components” on page 9, you can find more 
information about the components that are used in the Open Platform for DBaaS on Power 
Systems solution.

The OpenPOWER Foundation is a collaboration between many companies. By opening up 
the IBM POWER architecture, other vendors can develop and customize their own hardware 
and software, bringing many innovations to Power Systems servers. For more information, 
see OpenPOWER Foundation.

You can access the shell of your nodes (compute, controller, block storage, or object storage 
nodes) by checking the Horizon Dashboard to see which IP the node is using. You can 
accomplish this task by accessing the Inventory area, under the Operational Management 
tools, as shown in Figure 3-16.

Figure 3-16   Checking the IP addresses of the nodes

You notice that the nodes are using IPs in the private network, which might not be routable 
from your computer. You can ssh to the cluster floating IP (the one that is used to access the 
Horizon Dashboard through the web), which takes you to one of the controller nodes (the 
workload from the controllers is balanced by using haproxy), and then you can ssh to the 
wanted node by using the IP that you obtained from the Inventory, as shown in Example 3-1.

Example 3-1   Accessing a compute node by using a controller node as a bridge

fabios-mbp:~ fabiomm$ ssh ubuntu@9.3.80.139
ubuntu@9.3.80.139's password:
Welcome to Ubuntu 16.04.3 LTS (GNU/Linux 4.4.0-87-generic ppc64le)

 * Documentation:  https://help.ubuntu.com
 * Management:     https://landscape.canonical.com
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 * Support:        https://ubuntu.com/advantage
Last login: Tue Oct 17 13:11:28 2017 from 9.18.156.128

ubuntu@int3-controller-1:~$ ssh 172.29.236.4
The authenticity of host '172.29.236.4 (172.29.236.4)' can't be established.
ECDSA key fingerprint is SHA256:GCDHx+jXmRKjf8CyQJk5McyvmadAOQnHzV7hSYE1rJ8.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '172.29.236.4' (ECDSA) to the list of known hosts.
ubuntu@172.29.236.4's password:
Welcome to Ubuntu 16.04.3 LTS (GNU/Linux 4.4.0-87-generic ppc64le)

 * Documentation:  https://help.ubuntu.com
 * Management:     https://landscape.canonical.com
 * Support:        https://ubuntu.com/advantage
Last login: Tue Oct 17 12:12:19 2017 from 172.29.236.1
ubuntu@int3-compute-1:~$

3.5.1  Compute nodes

In the Open Platform for DBaaS on Power Systems solution, the compute nodes are deployed 
on IBM S821LC servers with the following configuration:

� Model and type: 8001-12C
� Two 8-core POWER8 2.328 GHz processors
� Eight 16 GB DDR4 memory DIMMs
� One integrated SATA controller
� One 4 TB 3.5” SATA HDD
� Two PCIe3 2-port 10 GbE SFP+ adapters
� Two power supplies

For more information about the Power System S821LC server, see IBM Power System 
S821LC Technical Overview and Introduction, REDP-5406.

The compute nodes run Ubuntu 16.04.3 LTS OS, as shown in Example 3-2.

Example 3-2   Operating system running in the compute node

root@int3-compute-1:~# cat /etc/*release
DISTRIB_ID=Ubuntu
DISTRIB_RELEASE=16.04
DISTRIB_CODENAME=xenial
DISTRIB_DESCRIPTION="Ubuntu 16.04.3 LTS"
# Ansible managed: 
/etc/ansible/roles/openstack_hosts/templates/openstack-release.j2 modified on 
2017-03-01 03:41:06 by root on int3-controller-1

DISTRIB_ID="OSA"
DISTRIB_RELEASE="14.1.1"
DISTRIB_CODENAME="Newton"
DISTRIB_DESCRIPTION="OpenStack-Ansible"
NAME="Ubuntu"
VERSION="16.04.3 LTS (Xenial Xerus)"
ID=ubuntu
ID_LIKE=debian
PRETTY_NAME="Ubuntu 16.04.3 LTS"
VERSION_ID="16.04"
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HOME_URL="http://www.ubuntu.com/"
SUPPORT_URL="http://help.ubuntu.com/"
BUG_REPORT_URL="http://bugs.launchpad.net/ubuntu/"
VERSION_CODENAME=xenial
UBUNTU_CODENAME=xenial

The compute nodes also run the nova-compute service, so they can be added to the 
OpenStack cluster as a compute node, as shown in Example 3-3.

Example 3-3   The nova-compute service running in one of the compute nodes

root@int3-compute-1:~# systemctl status nova-compute.service
* nova-compute.service - nova openstack service
   Loaded: loaded (/etc/systemd/system/nova-compute.service; enabled; vendor 
preset: enabled)
   Active: active (running) since Thu 2017-10-05 16:08:16 CDT; 1 weeks 4 days ago
 Main PID: 54055 (nova-compute)
   CGroup: /system.slice/nova-compute.service
           |- 54055 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-compute 
--log-file=/var/log/nova/nova-compute.log
           |-135651 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/privsep-helper --config-file /etc/nova/nova.conf 
--privsep_context vif_plug_linux_bridge.privsep.vif_plug --pri
           `-137452 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/privsep-helper --config-file /etc/nova/nova.conf 
--privsep_context os_brick.privileged.default --privsep_sock_p

Oct 17 13:21:28 int3-compute-1 sudo[140806]:     nova : TTY=unknown ; PWD=/ ; 
USER=root ; COMMAND=/openstack/venvs/nova-14.1.1/bin/nova-rootwrap 
/etc/nova/rootwrap.conf touch -c /var/lib/nova/instances/_b
Oct 17 13:21:28 int3-compute-1 sudo[140806]: pam_unix(sudo:session): session 
opened for user root by (uid=0)
Oct 17 13:22:29 int3-compute-1 sudo[140840]:     nova : TTY=unknown ; PWD=/ ; 
USER=root ; COMMAND=/openstack/venvs/nova-14.1.1/bin/nova-rootwrap 
/etc/nova/rootwrap.conf touch -c /var/lib/nova/instances/_b
Oct 17 13:22:29 int3-compute-1 sudo[140840]: pam_unix(sudo:session): session 
opened for user root by (uid=0)
Oct 17 13:22:30 int3-compute-1 sudo[140840]: pam_unix(sudo:session): session 
closed for user root
Oct 17 13:23:29 int3-compute-1 sudo[140887]:     nova : TTY=unknown ; PWD=/ ; 
USER=root ; COMMAND=/openstack/venvs/nova-14.1.1/bin/nova-rootwrap 
/etc/nova/rootwrap.conf touch -c /var/lib/nova/instances/_b
Oct 17 13:23:29 int3-compute-1 sudo[140887]: pam_unix(sudo:session): session 
opened for user root by (uid=0)
Oct 17 13:23:30 int3-compute-1 sudo[140887]: pam_unix(sudo:session): session 
closed for user root
Oct 17 13:24:29 int3-compute-1 sudo[140931]:     nova : TTY=unknown ; PWD=/ ; 
USER=root ; COMMAND=/openstack/venvs/nova-14.1.1/bin/nova-rootwrap 
/etc/nova/rootwrap.conf touch -c /var/lib/nova/instances/_b
Oct 17 13:24:29 int3-compute-1 sudo[140931]: pam_unix(sudo:session): session 
opened for user root by (uid=0)
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During the Open Platform for DBaaS on Power Systems deployment, the nova-service is 
properly configured and added to the cluster as a compute node. The configuration file 
/etc/nova/nova.conf contains all the configuration that enables it as a compute node. 
Figure 3-17 shows the nova service-list command, which shows the nova services running 
in the cluster, including the nova-compute services running in the compute nodes.

Figure 3-17   The nova-compute service running in the compute nodes

Figure 3-18 shows the output of the nova host-list command, showing the compute nodes 
running the compute service in the nova availability zone.

Figure 3-18   The compute nodes available in the nova zone

The nova hypervisor-list command shows the compute nodes that are available in the 
cluster, as shown in Figure 3-19.

Figure 3-19   Nova hypervisors available in the cluster
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All VMs that are deployed in the Open Platform for DBaaS on Power Systems solution run on 
top of Kernel-based Virtual Machine (KVM) or Quick Emulator (QEMU) in the compute nodes, 
as shown in Example 3-4. 

Example 3-4   KVM running in the Open Platform for DBaaS on Power Systems cluster

root@int3-compute-1:~# virsh list
 Id    Name                           State
----------------------------------------------------
 2     instance-00000008              running
 13    instance-00000029              running
 14    instance-00000023              running
 16    instance-00000032              running
 24    instance-00000065              running
 27    instance-00000074              running

You can convert the KVM instance name to the OpenStack VM name by using the nova show 
command, as shown in Figure 3-20.

Figure 3-20   Obtaining the virtual machine information

3.5.2  Controller nodes

The controller nodes in the Open Platform for DBaaS on Power Systems solution are 
deployed on IBM Power S822LC servers with the following configuration:

� Model and type: 8001-22C
� Two 10-core POWER8 2.92 GHz
� Eight 16 GB DDR4 Memory DIMMs
� One integrated SATA Controller
� One 1.9 TB SATA SSD Disk
� Two Intel 2-Port SFP+ 10 Gbps network adapters
� Two power supplies
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For more information about the Power System S822LC server, see IBM Power System 
S822LC Technical Overview and Introduction, REDP-5283.

The controller nodes also run Ubuntu 16.04.3 LTS, as shown in Example 3-5.

Example 3-5   Ubuntu operating system running in the controller node

ubuntu@int3-controller-1:~$ cat /etc/*release
DISTRIB_ID=Ubuntu
DISTRIB_RELEASE=16.04
DISTRIB_CODENAME=xenial
DISTRIB_DESCRIPTION="Ubuntu 16.04.3 LTS"
# Ansible managed: 
/etc/ansible/roles/openstack_hosts/templates/openstack-release.j2 modified on 
2017-03-01 03:41:06 by root on int3-controller-1

DISTRIB_ID="OSA"
DISTRIB_RELEASE="14.1.1"
DISTRIB_CODENAME="Newton"
DISTRIB_DESCRIPTION="OpenStack-Ansible"
NAME="Ubuntu"
VERSION="16.04.3 LTS (Xenial Xerus)"
ID=ubuntu
ID_LIKE=debian
PRETTY_NAME="Ubuntu 16.04.3 LTS"
VERSION_ID="16.04"
HOME_URL="http://www.ubuntu.com/"
SUPPORT_URL="http://help.ubuntu.com/"
BUG_REPORT_URL="http://bugs.launchpad.net/ubuntu/"
VERSION_CODENAME=xenial
UBUNTU_CODENAME=xenial

All the OpenStack components and services in the controller nodes are deployed by using 
LXC containers. LXC (also known as Linux Containers) is a virtualization technology on the 
OS level, enabling the running of multiple isolated Linux systems on a control host by using a 
single Linux Kernel. For more information about LXC, see the LXC documentation at Ubuntu.

A different container is created for each of the OpenStack components that run in controller 
node. Also, other containers are created for support tools, such as Kibana, Elasticsearch, 
Logstash, and Nagios, as shown in Example 3-6. The usage of multiple containers enables 
the isolation of components, avoiding problems in a single component that can affect others. 
While logged in as root in the controller nodes, you can use the lxc-ls command to view the 
available containers.

Example 3-6   Containers running in the controller node

root@int3-controller-1:~# lxc-ls
int3-controller-1-elasticsearch                          int3-controller-1-kibana                                 
int3-controller-1-logstash
int3-controller-1-nagios                                 
int3-controller-1_cinder_api_container-5dfc036b          
int3-controller-1_cinder_scheduler_container-3c5d9754
int3-controller-1_cinder_volumes_container-f15adc2f      
int3-controller-1_galera_container-b9c48dbc              
int3-controller-1_glance_container-1d55dadc
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int3-controller-1_heat_apis_container-62e84c50           
int3-controller-1_heat_engine_container-f79d3397         
int3-controller-1_horizon_container-8d751b8b
int3-controller-1_keystone_container-b7bd46d0            
int3-controller-1_memcached_container-e06a95b2           
int3-controller-1_neutron_agents_container-ac8f401c
int3-controller-1_neutron_server_container-26d23625      
int3-controller-1_nova_api_metadata_container-2d6c1eb5   
int3-controller-1_nova_api_os_compute_container-23d417d2
int3-controller-1_nova_cert_container-0370f9c3           
int3-controller-1_nova_conductor_container-85c43e90      
int3-controller-1_nova_console_container-b67cbd8f
int3-controller-1_nova_scheduler_container-13839798      
int3-controller-1_rabbit_mq_container-b0984b2f           
int3-controller-1_repo_container-0b08a8ab
int3-controller-1_rsyslog_container-49104485             
int3-controller-1_swift_proxy_container-024651d1         
int3-controller-1_trove_api_container-56496a67
int3-controller-1_trove_conductor_container-cc84f397     
int3-controller-1_trove_taskmanager_container-fae8accb   
int3-controller-1_utility_container-1d6b2eea

To connect to one of the containers and view its processes or perform other operations, use 
the lxc-attach command, as shown in Example 3-7.

Example 3-7   Performing operations in a container

root@int3-controller-1:~# lxc-attach -n int3-controller-1_nova_conductor_container-85c43e90
root@int3-controller-1-nova-conductor-container-85c43e90:~# ps -ef
UID         PID   PPID  C STIME TTY          TIME CMD
root          1      0  0 Oct05 ?        00:00:05 /sbin/init
root         43      1  0 Oct05 ?        00:00:08 /lib/systemd/systemd-journald
root         92      1  0 Oct05 ?        00:00:01 /usr/sbin/cron -f
root        145      1  0 Oct05 ?        00:00:00 /sbin/dhclient -1 -v -pf 
/run/dhclient.eth0.pid -lf /var/lib/dhcp/dhclient.eth0.leases -I -df 
/var/lib/dhcp/dhclient6.eth0.leases e
root        194      1  0 Oct05 ?        00:00:00 /usr/sbin/sshd -D
root        196      1  0 Oct05 pts/1    00:00:00 /sbin/agetty --noclear --keep-baud pts/1 
115200 38400 9600 vt220
root        197      1  0 Oct05 pts/3    00:00:00 /sbin/agetty --noclear --keep-baud pts/3 
115200 38400 9600 vt220
root        198      1  0 Oct05 lxc/console 00:00:00 /sbin/agetty --noclear --keep-baud console 
115200 38400 9600 vt220
root        199      1  0 Oct05 pts/0    00:00:00 /sbin/agetty --noclear --keep-baud pts/0 
115200 38400 9600 vt220
root        200      1  0 Oct05 pts/2    00:00:00 /sbin/agetty --noclear --keep-baud pts/2 
115200 38400 9600 vt220
nova       5145      1  0 Oct05 ?        01:18:07 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5153   5145  0 Oct05 ?        00:19:46 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5154   5145  0 Oct05 ?        00:20:00 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5155   5145  0 Oct05 ?        00:19:49 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
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nova       5156   5145  0 Oct05 ?        00:19:48 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5157   5145  0 Oct05 ?        00:19:43 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5158   5145  0 Oct05 ?        00:20:15 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5159   5145  0 Oct05 ?        00:20:06 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5160   5145  0 Oct05 ?        00:20:09 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5161   5145  0 Oct05 ?        00:19:55 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5162   5145  0 Oct05 ?        00:19:44 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5163   5145  0 Oct05 ?        00:19:53 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5164   5145  0 Oct05 ?        00:20:20 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5165   5145  0 Oct05 ?        00:19:39 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5166   5145  0 Oct05 ?        00:19:39 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5167   5145  0 Oct05 ?        00:20:19 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
nova       5168   5145  0 Oct05 ?        00:20:23 /openstack/venvs/nova-14.1.1/bin/python 
/openstack/venvs/nova-14.1.1/bin/nova-conductor --log-file=/var/log/nova/nova-conductor.log
syslog     5398      1  0 Oct05 ?        00:00:09 /usr/sbin/rsyslogd -n
root       5758      1  0 Oct05 ?        00:20:42 /usr/share/filebeat/bin/filebeat -c 
/etc/filebeat/filebeat.yml -path.home /usr/share/filebeat -path.config /etc/filebeat -path.data
root      44442      0  0 10:40 ?        00:00:00 /bin/bash
root      44452  44442  0 10:40 ?        00:00:00 ps -ef
root@int3-controller-1-nova-conductor-container-85c43e90:~# ip a
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default qlen 1
    link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
    inet 127.0.0.1/8 scope host lo
       valid_lft forever preferred_lft forever
    inet6 ::1/128 scope host
       valid_lft forever preferred_lft forever
321: eth0@if322: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UP group default 
qlen 1000
    link/ether 00:16:3e:98:54:3a brd ff:ff:ff:ff:ff:ff link-netnsid 0
    inet 10.0.3.16/24 brd 10.0.3.255 scope global eth0
       valid_lft forever preferred_lft forever
    inet6 fe80::216:3eff:fe98:543a/64 scope link
       valid_lft forever preferred_lft forever
323: eth1@if324: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 9000 qdisc noqueue state UP group default 
qlen 1000
    link/ether 00:16:3e:ec:6e:2a brd ff:ff:ff:ff:ff:ff link-netnsid 0
    inet 172.29.236.249/22 brd 172.29.239.255 scope global eth1
       valid_lft forever preferred_lft forever
    inet6 fe80::216:3eff:feec:6e2a/64 scope link
       valid_lft forever preferred_lft forever
root@int3-controller-1-nova-conductor-container-85c43e90:~# exit
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exit
root@int3-controller-1:~#

Every controller node in the Open Platform for DBaaS on Power Systems cluster has a 
special container that is called utility-container, which contains the OpenStack client tools for 
the CLI OpenStack commands, as shown in Figure 3-21.

Figure 3-21   The utility container

HAproxy and keepalive in the Open Platform for DBaaS
The Open Platform for DBaaS on Power Systems solution uses HAproxy to balance the 
workload of its services through the available nodes in the cluster (compute, controller, block 
storage, and object storage). The HAproxy daemon runs in the controller nodes and balances 
the workload for the following services:

� Cinder
� Elasticsearch
� Galera
� Glance
� Heat
� Horizon
� Keystone
� Kibana
� Logstash
� Nagios
� Neutron
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� Nova
� RabbitMQ
� Swift
� Trove

HAproxy is a no-charge open source software that provides high-availability and 
load-balancing features for HTTP and TCP connections. The Open Platform for DBaaS on 
Power Systems solution uses HAproxy as a load balancer for its components, balancing the 
workload of requests to the applications mentioned previously. The HAproxy instance is put in 
front of the connections to the remaining applications and distributes the workload between 
the existing instances in the cluster.

Figure 3-22 shows how the HAproxy load balancer distributes the workload between the 
controller nodes for one of the services, in this example, the Kibana service. All connections 
that are received from clients in the floating IP address (used to access the Horizon interface) 
in the port 8443 (the Kibana port) are distributed to one of the controller nodes that is running 
Kibana and listening on port 8443.

Figure 3-22   HAproxy Kibana load balance workflow

The main configuration file for HAproxy (located on all controller nodes) is 
/etc/haproxy/haproxy.cfg. Example 3-8 shows the section of the haproxy.cfg configuration 
file that handles the Kibana workload distribution between the existing Kibana instances in 
the Open Platform for DBaaS on Power Systems cluster. HAproxy listens on port 8443 and 
sends the connections to the back end kibana-https-back that contains the IP addresses of 
the existing LXC containers (in the controller nodes) where the Kibana service is running, so 
the workload is distributed between them.

Example 3-8   HAproxy configuration file distributing the Kibana workload

frontend kibana-https-front
bind *:8443
    mode tcp
    timeout client 60m
    option  tcplog
    default_backend kibana-https-back

backend kibana-https-back
    mode tcp
    option ssl-hello-chk
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    timeout server 60m
    balance source
    server int3-controller-1-kibana 172.29.236.12:8443 check port 8443 inter 10s fall 1 rise 1
    server int3-controller-2-kibana 172.29.236.16:8443 check port 8443 inter 10s fall 1 rise 1
    server int3-controller-3-kibana 172.29.236.20:8443 check port 8443 inter 10s fall 1 rise 1

This configuration helps workload distribution, enables high availability of the services, and is 
also highly scalable, given that new instances of each service can be added to the cluster and 
HAproxy can include them in the workload distribution.

If a single HAproxy instance is used to provide load balancing to the Open Platform for 
DBaaS on Power Systems components, then the HAproxy itself can become a single point of 
failure, given that all components are unavailable if it fails. To avoid such a situation, the Open 
Platform for DBaaS on Power Systems solution uses Keepalived to provide high availability 
for the HAproxy instance that is handling the connections to the cluster.

Keepalived is open source software that is used for load-balancing and high-availability 
purposes. Keepalived runs on a Linux Virtual Server (LVS) kernel module, where one LVS 
server is denominated as the MASTER (in this case, one of the controller nodes) while other 
LVS servers are denominated as BACKUP (the other controller nodes). The MASTER node 
must balance the workload through the real servers (in this case, the HAproxy servers, which 
also run in the controller nodes) and checks the integrity of the service (in the the Open 
Platform for DBaaS on Power Systems solution, the HAproxy service) on each real server 
(the controller nodes).

Keepalived uses the Virtual Router Redundancy Protocol (VRRP) to check the integrity 
between its instances, which the MASTER uses to send keepalive packets at regular 
intervals. If an issue happens to the MASTER and stops sending such packets, a new 
MASTER is elected among the BACKUP nodes, as shown in Figure 3-23.

Figure 3-23   Keepalived managing connections to the HAproxy instances
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Using such technology (Keepalived and HAproxy), the Open Platform for DBaaS on Power 
Systems solution helps ensure highly available, load-balanced, and scalable connections to 
all its components. The first controller node is selected as the MASTER Keepalived, as shown 
in Example 3-9.

Example 3-9   Keepalived configuration file in the MASTER node

root@int3-controller-1:~# cat /etc/keepalived/keepalived.conf
# Copyright 2015, Jean-Philippe Evrard <jean-philippe@evrard.me>
#
# Licensed under the Apache License, Version 2.0 (the "License");
# you may not use this file except in compliance with the License.
# You may obtain a copy of the License at
#
#     http://www.apache.org/licenses/LICENSE-2.0
#
# Unless required by applicable law or agreed to in writing, software
# distributed under the License is distributed on an "AS IS" BASIS,
# WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
# See the License for the specific language governing permissions and
# limitations under the License.

vrrp_sync_group haproxy {
  group {
    external
    internal
  }
  notify "/etc/keepalived/haproxy_notify.sh"
}

vrrp_script haproxy_check_script {
  script "killall -0 haproxy"
  interval "5"   # checking every "5" seconds (default: 5 seconds)
  fall "3"           # require "3" failures for KO (default: 3)
  rise "6"           # require "6" successes for OK (default: 6)
}
vrrp_script pingable_check_script {
  script "ping -c 1 193.0.14.129 1>&2"
  interval "10"   # checking every "10" seconds (default: 5 seconds)
  fall "2"           # require "2" failures for KO (default: 3)
  rise "4"           # require "4" successes for OK (default: 6)
}

vrrp_instance internal {
  interface br-mgmt
  state MASTER
  virtual_router_id 11
  priority 150
  authentication {
    auth_type PASS
    auth_pass 2ceeee79c02237c4e357c7efb19ce4290f9cf851160342b8f1b6
  }
  virtual_ipaddress {
    172.29.236.50 dev br-mgmt
  }
  track_script {
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    haproxy_check_script
    pingable_check_script
  }

}
vrrp_instance external {
  interface osbond0
  state MASTER
  virtual_router_id 160
  priority 150
  authentication {
    auth_type PASS
    auth_pass 2ceeee79c02237c4e357c7efb19ce4290f9cf851160342b8f1b6
  }
  virtual_ipaddress {
    9.3.80.139 dev osbond0
  }
  track_script {
    haproxy_check_script
    pingable_check_script
  }

}

The remaining controller nodes are configured as BACKUP in the Keepalived configuration 
file, as shown in Example 3-10.

Example 3-10   Keepalived configuration file in the BACKUP node

root@int3-controller-2:~# cat /etc/keepalived/keepalived.conf .
# Copyright 2015, Jean-Philippe Evrard <jean-philippe@evrard.me>
#
# Licensed under the Apache License, Version 2.0 (the "License");
# you may not use this file except in compliance with the License.
# You may obtain a copy of the License at
#
#     http://www.apache.org/licenses/LICENSE-2.0
#
# Unless required by applicable law or agreed to in writing, software
# distributed under the License is distributed on an "AS IS" BASIS,
# WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
# See the License for the specific language governing permissions and
# limitations under the License.

vrrp_sync_group haproxy {
  group {
    external
    internal
  }
  notify "/etc/keepalived/haproxy_notify.sh"
}

vrrp_script haproxy_check_script {
  script "killall -0 haproxy"
  interval "5"   # checking every "5" seconds (default: 5 seconds)
  fall "3"           # require "3" failures for KO (default: 3)
82 IBM Open Platform for DBaaS on IBM Power Systems



  rise "6"           # require "6" successes for OK (default: 6)
}
vrrp_script pingable_check_script {
  script "ping -c 1 193.0.14.129 1>&2"
  interval "10"   # checking every "10" seconds (default: 5 seconds)
  fall "2"           # require "2" failures for KO (default: 3)
  rise "4"           # require "4" successes for OK (default: 6)
}

vrrp_instance internal {
  interface br-mgmt
  state BACKUP
  virtual_router_id 11
  priority 50
  authentication {
    auth_type PASS
    auth_pass 2ceeee79c02237c4e357c7efb19ce4290f9cf851160342b8f1b6
  }
  virtual_ipaddress {
    172.29.236.50 dev br-mgmt
  }
  track_script {
    haproxy_check_script
    pingable_check_script
  }

}
vrrp_instance external {
  interface osbond0
  state BACKUP
  virtual_router_id 160
  priority 50
  authentication {
    auth_type PASS
    auth_pass 2ceeee79c02237c4e357c7efb19ce4290f9cf851160342b8f1b6
  }
  virtual_ipaddress {
    9.3.80.139 dev osbond0
  }
  track_script {
    haproxy_check_script
    pingable_check_script
  }

}

3.5.3  Block storage nodes

Block storage nodes are Ceph OSD nodes servers with built-in storage providing block 
storage for the VMs that are hosted on the compute nodes.

Ceph is an open source, highly scalable software storage platform whose main focus is 
object-based storage. It provides block-based and file-based storage under a unified and 
scalable distributed storage system without a single point of failure.
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Ceph is based on three main services:

� Ceph monitor (ceph-mon): Maintains maps of the cluster state, which are required for 
Ceph daemons coordination. These maps are:

– Monitor map

– Manager map

– OSD map

– Controlled Replication Under Scalable Hashing (CRUSH) map

� Ceph manager (ceph-mgr): Tracks the state of the Ceph cluster: storage utilization, 
performance metrics, system load, and so on.

� Ceph OSD (object storage daemon, which is known as ceph-osd): Responsible for data 
storing, data replication, data retrieval, data recovery, and rebalancing.

Ceph cluster
The Ceph storage cluster is based on the RADOS service, which consists of a collection of 
storage nodes, daemons, and the CRUSH algorithm.

Storage nodes
Storage nodes provide the operating environment, both hardware and software, for block 
storage. As mentioned in 3.3, “Infrastructure sizing” on page 61, the Power System 8001-12C 
servers are used as the storage nodes.

Power System 8001-12C servers provide great data throughput and performance for 
high-value, storage-centric workloads with up to 12 drives (SFFs/LFFs) built into the chassis.

Figure 3-24 shows the Ceph OSDs running on a storage node.

Figure 3-24   OSDs running on a storage-3 node

RADOS daemons
Instead of using a centralized metadata server that manages data storage and retrieval 
operations, and the communications with external services and applications, Ceph RADOS 
uses lightweight daemons that handle these tasks on each storage node:

OSDs The ceph-osd daemons access and write data into a file system and 
provides access to the data over the cluster network.

Monitors The ceph-mon daemons communicate with the clients to manipulate 
the stored data inside the cluster. They are next to the OSDs and 
manage the data consistency in the cluster.

Note: For redundancy and high availability purposes, at least three monitors, three OSDs, 
and two managers are normally required. 
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CRUSH algorithm
RADOS cluster uses the CRUSH algorithm to manages data placement and how data is 
striped, mapped, and replicated across the cluster. The cluster also manages how data is 
retrieved from the nodes the fastest way without bottlenecks.

CRUSH enables the storage cluster to scale, rebalance, and recover dynamically. It also 
helps the cluster operate efficiently by determining the best way to distribute workloads to 
clients and OSDs in the following manner:

� CRUSH uses a hierarchical cluster map, the CRUSH map, to collect information about 
storage capacity on nodes, about the topology and infrastructure, and to manage cluster 
redundancy. 

� The CRUSH map contains a list of all available nodes in the cluster and their storage, and 
the hierarchical definition of the existing infrastructure: servers, racks, rows, and sites.

� CRUSH enables fault tolerance by logically nesting OSDs into the hierarchical definition 
components, such as racks or switches, so that you can isolate a zone of faulty hardware. 

The ceph-mon daemons are in charged of the adjustment and propagation of the CRUSH 
map in case of infrastructure changes.

Ceph block storage
Ceph provides block-storage capability through RBD, which is a virtual disk that can be 
attached to a bare metal or VM Linux-based server.

When an application writes data to Ceph by using a block device, it stores block device 
images as objects and automatically stripes and replicates the data across the cluster. By 
striping images across the cluster, Ceph improves read access performance for large block 
device images.

RBD provides the following features:

� Thin-provisioned images
� Up to 16 EB images
� Resizable images
� Asynchronously mirrored images between two Ceph clusters
� Image copy or rename
� Image import and export
� Configurable striping
� In-memory caching
� Read-only snapshots
� Revert to snapshots
� Copy-on-write cloning
� Incremental backup
� Multisite asynchronous replication
� Back end for OpenStack

Ceph back end
Cinder is the OpenStack component that manages volumes on block storage back ends that 
provide the storage to the databases. In the Open Platform for DBaaS on Power Systems 
solution, Ceph is used as the block storage back end.
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The interaction between storage requests, cinder, and the Ceph back end is achieved through 
three main cinder services:

cinder-api The API server that handles storage requests and forwards them to 
either cinder-scheduler or to cinder-volume.

cinder-scheduler This service receives the storage requests from the API server and 
determines where the volumes are allocated, and then forwards the 
request to cinder-volume.

cinder-volume This service processes cinder-api and cinder-scheduler volume 
requests, interacting with the storage back ends through their drivers.

Ceph presents its block devices as a pool of volumes to the cinder-volume, so when a volume 
request is received, a volume can be taken from the pool and attached to the compute 
instance.
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Figure 3-25 shows the interaction between Cinder and Ceph RBD.

Figure 3-25   Ceph RBD
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Figure 3-25 on page 87 also shows how Ceph RBD maps the RBDs that are assigned to a 
database instance. You can also run the verification check from the control node 2. The OSDs 
running on storage nodes can be verified as shown in Example 3-11.

Example 3-11   OSD running on storage nodes

root@int2-controller-2:~# ceph osd tree | more
ID WEIGHT   TYPE NAME               UP/DOWN REWEIGHT PRIMARY-AFFINITY 
-1 65.02464 root default                                              
-2 21.67488     host int2-cephosd-1                                   
 0  1.44499         osd.0                up  1.00000          1.00000 
 3  1.44499         osd.3                up  1.00000          1.00000 
 8  1.44499         osd.8                up  1.00000          1.00000 
10  1.44499         osd.10               up  1.00000          1.00000 
14  1.44499         osd.14               up  1.00000          1.00000 
16  1.44499         osd.16               up  1.00000          1.00000 
19  1.44499         osd.19               up  1.00000          1.00000 
23  1.44499         osd.23               up  1.00000          1.00000 
26  1.44499         osd.26               up  1.00000          1.00000 
29  1.44499         osd.29               up  1.00000          1.00000 
31  1.44499         osd.31               up  1.00000          1.00000 
35  1.44499         osd.35               up  1.00000          1.00000 
38  1.44499         osd.38               up  1.00000          1.00000 
41  1.44499         osd.41               up  1.00000          1.00000 
43  1.44499         osd.43               up  1.00000          1.00000 
-3 21.67488     host int2-cephosd-3                                   
 1  1.44499         osd.1                up  1.00000          1.00000 
 4  1.44499         osd.4                up  1.00000          1.00000 
 6  1.44499         osd.6                up  1.00000          1.00000 
 9  1.44499         osd.9                up  1.00000          1.00000 
12  1.44499         osd.12               up  1.00000          1.00000 
15  1.44499         osd.15               up  1.00000          1.00000 
18  1.44499         osd.18               up  1.00000          1.00000 
20  1.44499         osd.20               up  1.00000          1.00000 
22  1.44499         osd.22               up  1.00000          1.00000 
25  1.44499         osd.25               up  1.00000          1.00000 
28  1.44499         osd.28               up  1.00000          1.00000 
32  1.44499         osd.32               up  1.00000          1.00000 
34  1.44499         osd.34               up  1.00000          1.00000 
37  1.44499         osd.37               up  1.00000          1.00000 
40  1.44499         osd.40               up  1.00000          1.00000 
-4 21.67488     host int2-cephosd-2                                   
 2  1.44499         osd.2                up  1.00000          1.00000 
 5  1.44499         osd.5                up  1.00000          1.00000 
 7  1.44499         osd.7                up  1.00000          1.00000 
11  1.44499         osd.11               up  1.00000          1.00000 
13  1.44499         osd.13               up  1.00000          1.00000 
17  1.44499         osd.17               up  1.00000          1.00000 
21  1.44499         osd.21               up  1.00000          1.00000 
24  1.44499         osd.24               up  1.00000          1.00000 
27  1.44499         osd.27               up  1.00000          1.00000 
30  1.44499         osd.30               up  1.00000          1.00000 
33  1.44499         osd.33               up  1.00000          1.00000 
36  1.44499         osd.36               up  1.00000          1.00000 
39  1.44499         osd.39               up  1.00000          1.00000 
42  1.44499         osd.42               up  1.00000          1.00000 
44  1.44499         osd.44               up  1.00000          1.00000 
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After verifying that the OSDs in the cluster nodes are running, verify the existing volumes in 
the cluster, as shown in Example 3-12.

Example 3-12   Current cluster volumes

root@int2-controller-2:~# ceph osd lspools
1 images,2 volumes,3 vms,

Example 3-12 shows that in the cluster there are three pools that are created: volume number 
one, which is named images, volume number two, which is named volumes, and volume 
number three, which is named vms. Now, block device images within the pool volumes can be 
listed, as shown in Example 3-13.

Example 3-13   Block device images

root@int2-controller-2:~# rbd ls volumes
volume-1cdb19e9-5e19-49bd-9ecd-a78ff2431efa
volume-265de7eb-fa83-462f-b770-c495484331bf
volume-2ff5f8b7-019e-4ff7-b1f8-71fce8f5835e
volume-44f48440-8103-45d8-a0ea-59d447d6b9bc
volume-4ec97781-7e4e-4ed6-9c84-19d6f1990e96
volume-79994568-4b13-4f68-a7e8-73d468f3cfd8
volume-7c6aaf59-393e-4ebc-9f21-0bf5d64b8083
volume-7f78052c-eddb-46a9-8ef8-dc93e2742dbb
volume-7fe29920-fa8a-4a9b-8d0d-0b3e588955a9
volume-81a3f7b9-23b6-4fc9-9c09-54cff0fe9507
volume-880c7142-6ddf-453f-9af9-128fcb739cc8
volume-9030f72b-d202-4550-9f58-8f02028920b5
volume-91b0df84-c3dd-4411-a7f2-95664af169c1
volume-a5f013c3-1618-47ea-b05e-3feaa64b78ca
volume-ac6b2923-b606-43c7-bb27-69603eb8df4b
volume-acaed8aa-8293-4ddd-8259-cefd9299a582
volume-b0b10093-1bc6-4ee8-88f1-8aeb528310e5
volume-c1d25369-6a7c-45a3-97f5-65cce484ac53
volume-c3429cac-fc0f-48e2-8610-1c350941c2b8
volume-e4fce2b2-0c85-454c-a234-c82750b211a2
volume-f1c79c88-100a-42a1-9d63-ac50487f45f9
volume-f1f0c355-0876-4b31-a3e9-47638974a847
volume-f8995313-df8a-4d11-a111-8622d21eb877
volume-fa9bdb39-1a25-48da-bd28-6105e681621d
volume-ff9fe7fe-d9bb-4522-9bb0-78c7da1c186f
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From the list that is shown in Example 3-13 on page 89, you can retrieve the image 
volume-9030f72b-d202-4550-9f58-8f02028920b5 to inspect important details, including its 
size (2048 MB (2 GB)) and the prefix, as shown in Example 3-14.

Example 3-14   Block device image details 

root@int2-controller-2:~# rbd info 
volumes/volume-9030f72b-d202-4550-9f58-8f02028920b5
rbd image 'volume-9030f72b-d202-4550-9f58-8f02028920b5':

size 2048 MB in 512 objects
order 22 (4096 kB objects)
block_name_prefix: rbd_data.1f1994e7b4275
format: 2
features: layering, exclusive-lock, object-map, fast-diff, deep-flatten
flags: 

root@int2-controller-2:~# 

With the image identifier and size, volume-9030f72b-d202-4550-9f58-8f02028920b5 can be 
found in the Cinder block devices list. Figure 3-26 shows the block device identifier, size, and 
the attached compute instance.

Figure 3-26   Cinder block list

From Figure 3-26, the ID of the compute instance to which the image of the block device is 
attached can be obtained. Figure 3-27 shows, finally, which database is attached to the 2 GB 
block device.

Figure 3-27   Database instances list
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3.5.4  Object storage nodes

The object nodes together with their attached JBOD storage drawers provide the object 
storage services for backups based on OpenStack Swift, which is a highly scalable object 
storage system.

To store the database backups, the guest agent sends the requests to one or more Swift 
proxies, then the backups are stored as objects: the data itself and its metadata. These 
objects are allocated as binary files on the drives by using a path that contains its partition.

This partition is the collection of stored data that is formed by the account database, the 
container database, and the object itself. These three elements are the basis of the storage 
and retrieval of the data that is stored as objects:

Account database The SQLite database that stores a group of containers.

Container database The SQLite database within an account that logically stores and 
groups the objects.

Object This is where the data and its metadata are stored. Objects in different 
containers can have the same name.

Figure 3-28 shows the object partition scheme.

Figure 3-28   Swift partition scheme

To perform writing and reading operations on objects, the object location is used as shown in 
Example 3-15. This is the canonical name that is formed by the account database, the 
container database, and the object.

Example 3-15   The location for three objects

https://swiftobject-3/v1/accountA/container2/objectA
https://swiftobject-3/v1/accountA/container1/objectA
https://swiftobject-3/v1/accountB/container1/objectA

Swift offers great advantages for storing backups because the data is spread throughout the 
cluster nodes and written to multiple drives, placing three copies into the cluster: first by 
region, then by zone, and last by server and drive.

Thus, in case of a failure of a disk or the server, the backups are replicated to a new location 
in the cluster.
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Here are the main advantages of Swift:

Scalability Swift provides linear scaling based on demand: the data to be stored 
and the number of requests to be served.

Reliability Swift ensures data availability by distributing data across the cluster, 
and data integrity by running an audit process that verifies data status.

Fault tolerance Swift can distribute the data in regions and zones to ensure that the 
replicas can be placed in the cluster in such a way that they can be 
fault tolerant.

High throughput Based on shared-nothing cluster, Swift uses all the available server 
capacity across the entire cluster, enabling multiple requests to be 
handled simultaneously.

Storage flexibility Swift offers a pluggable architecture that enables, through adapters 
and policies, different underlying storage systems, which can be 
adjusted according to particular needs.

Object cluster
A Swift object cluster consists of a group of nodes running a set of processes and services as 
a distributed storage system, which is organized in a scheme of regions and zones.

Nodes
Nodes are the physical servers that run Swift processes, as described in 3.3, “Infrastructure 
sizing” on page 61. Power System 8001-21C servers are the servers that are used as object 
nodes.

Each cluster node can run one or more of the following processes:

Proxy The process that communicates with external clients and handles the 
read and write requests, determining which node attends the 
corresponding request.

Account The process that provides the metadata for accounts and the 
containers within an account.

Container This manages the container metadata and the objects within each 
container.

Object This provides the Binary Large Object (BLOB) storage service to store 
and retrieve objects.
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Figure 3-29 shows Swift services running on an object node.

Figure 3-29   Swift services on an object node

Regions
The regions define a set of nodes in the cluster that are physically separated. Typically, this 
physical separation occurs in terms of different geographic locations, for example, two data 
centers in different cities. Clusters must have at least one region (single-region; when the 
cluster has two or more regions, the cluster is multi-regional.

In multi-regional clusters, the read requests are handled based on the measurement of the 
latency to determine which of the regions is closer to attend the request; this is known as read 
affinity.

For the writing process, the latency level determines two ways of writing the data. For 
low-latency connections, data is written simultaneously to different locations regardless of the 
region.

For high-latency connections, each write request creates a number of local copies and then 
asynchronously sends them to other regions; this is known as write affinity.

Note: Simultaneously writing to multiple locations is the default write process in 
multi-regions cluster.
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Zones
The zones define availability domains that allow the isolation of faults within the same region. 
These domains must be defined by a set of physical hardware that in case of failure, for 
example hardware, does not affect hardware in other zones. The zones are chosen based on 
particular needs.

For example, a zone can be defined by a top-of-rack (ToR) switch that gives connectivity to a 
certain rack. If the ToR switch fails, only that rack can be disconnected. A second zone can be 
determined by a power supply unit that feeds a group of racks, if the power supply unit fails, 
just that particular group of racks is affected.

Figure 3-30 shows an object cluster organizational scheme.

Figure 3-30   Object cluster organization

Storage policies
This is a way of defining segmentation levels within the cluster to provide differentiated 
services to meet specific storage needs.

Such segmentation can be as follows:

� At the hardware layer: For example, to define specific copies to be stored in SSDs only or 
policies that are applied to partitions

� At the server process layer: For example, to define that certain requests are served by a 
specific proxy server

� At the cluster layer: For example, to distribute certain replicas to a specific region or a 
specific group of regions
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Figure 3-31 shows how storage policies can be applied to hardware resources, to the objects, 
to processes and services, and to the cluster environment, so that particular storage needs 
can be met.

Figure 3-31   Storage policies
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Chapter 4. Usage

This chapter describes how to use and manage the Open Platform for Database as a Service 
(DBaaS) on IBM Power Systems solution. This chapter describes how to use the Dashboard 
interface to perform common operations for creating and managing databases in the cloud.

You can also use the Trove command-line API for any of these tasks.

After reading this chapter, you can perform the following tasks:

� Getting and building guest instances
� Launching, restarting, resizing, and renaming instances
� Resizing volumes
� Managing backups and recovery
� Creating and deleting users
� Managing user access

This chapter contains the following sections:

� Get and build images
� Deploying and maintaining instances
� Backup and recovery
� Security

4
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4.1  Get and build images

This section provides a quick guide about building images for the Open Platform for DBaaS 
on Power Systems solution by using the dibimage-builder charms bundle. The image building 
process is described in more detail in Appendix A, “Servers provisioning and deployment” on 
page 201. 

Here are the high-level steps to build a data store image:

1. Open the Juju GUI on your browser. For example: 

https://<Juju server IP>:17070/gui

2. Download the dbimages-builder charms.

3. Import the dbimage-builder charms as a local bundle. Add the bundle to your selected 
model.

4. Commit your changes and deploy.

After the bundle is deployed, the data store image becomes automatically available in the 
OpenStack Glance image service for launching new guest instances.

4.2  Deploying and maintaining instances

Deployment and maintenance tasks of database guest instances are performed through the 
Life-cycle Management actions frame under the Shortcuts menu, as shown in Figure 4-1 on 
page 99. You can manage instances, volumes, and databases by clicking the icons that are 
available in the frame. The capabilities include the following ones:

� Launch instance
� Restart instance
� Resize instance
� Rename instance
� Delete instance
� Resize volume
� Create database
� Delete database

Note: The dbimage-builder charms bundle connects to the OpenStack Nova compute 
service and launches an instance in the cloud to build the target image.
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These lifecycle management tasks are described in more detail in the following sections.

Figure 4-1   Life-cycle Management tasks

4.2.1  Launching an instance

To start using the databases that are available in the Open Platform for DBaaS on Power 
Systems solution, you must launch a guest instance with the correct data store image. When 
launching guest instances, the Open Platform for DBaaS on Power Systems solution creates 
a virtual machine (VM) in the target compute node with the database that you specify. The 
data store image has the database that was previously installed and configured for an 
operating system (OS). To read more about data store images, see 4.1, “Get and build 
images” on page 98.
Chapter 4. Usage 99



Complete the following steps:

1. To launch a database guest instance in the cloud, go to the Shortcuts menu in the left 
pane and click the Launch Instance icon, as highlighted in Figure 4-2. Alternatively, 
instead of using the Shortcuts menu, you can launch instances by clicking Launch 
Instance in the Instances menu, as shown in Figure 4-3.

Figure 4-2   Launching an instance from the Shortcuts menu

Figure 4-3   Displaying the launched instances

You must provide the requested input for launching the instance, as illustrated in 
Figure 4-4 on page 101. Under the Details tab, all supported data stores are 
pre-populated and listed in a drop-down menu. Additional data stores can also be built and 
uploaded to the OpenStack Glance image service. To read more about the image building 
process, see 4.1, “Get and build images” on page 98.
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2. Type an instance name and volume size of your preference. Choose the data store and 
flavor size for the instance. In this example, flavors Medium and Large are available to use. 
To see the configuration settings for these flavors, go to the Flavors menu in the left pane 
and click the flavor that you want.

Figure 4-4   Launching an instance
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In the Networking tab, you can specify the instance’s connectivity, that is, how the instance 
interacts with the external network and how it can be accessed, which grants external 
access to the instance, as shown in Figure 4-5. You can also make your instance connect 
to a particular VLAN to isolate it and secure your data traffic in the network. For more 
information about networking considerations, see 3.4, “Networking” on page 68.

Figure 4-5   Networking settings for launching an instance

3. After you finish selecting instance options, click Launch. The instance launches and 
changes its status to Building. The instance launch takes a few seconds and becomes 
available for connecting and using. The instance status then changes from Building to 
Active. The launch progress can be viewed in the Instances menu, as shown in Figure 4-6 
on page 103.
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4.2.2  Checking the instance information

To check information from an instance, go to the Instances menu from the left pane. If you 
have many instances that are launched, you can filter your instance by typing its name in the 
search field. To see all the detailed information for your instance, click the link with the 
instance name, as illustrated in Figure 4-6.

Figure 4-6   Instance launch progress view
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Figure 4-7 shows an example of the detailed information that is retrieved from an instance, 
including instance specifications and connection information.

Figure 4-7   Checking the instance information

Connecting to the database
After the instance is running, you can get access to the database by using the connection 
information that is provided, such as the host and database port. To connect to a database, 
use the client utility for the database you are connecting to and specify the user and 
password.

A connection example to a MySQL database as an admin user is shown in Example 4-1.

Example 4-1   Connecting to a database

$ mysql -h 9.3.80.132 -u admin -p
password:
mysql>

Note: You must create a user and grant access to the user before connecting to the 
database. For more information, see 4.4, “Security” on page 117.
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4.2.3  Maintaining an instance

The usual operation of the Open Platform for DBaaS on Power Systems solution does not 
require manual access to the instance through the SSH port. However, you can perform some 
maintenance or check something in the system.

By default, SSH and ICMP protocols are disabled in the security policies that are created for 
the launched database instances. To log in to the instance, you can add an SSH port to the 
existing security group or create an SSH policy to the instance, as shown in Figure 4-8. The 
SSH-ping policy in this example is a security group that is created to enable network traffic on 
TCP/IP protocol port 22 and ICMP protocol, enabling you to SSH and ping the instance.

Figure 4-8   Adding a SSH-ping security group to an instance
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OpenStack Trove, as opposed to the standard instance creating on Nova compute service, 
does not inject the keypair for logging in to the instance. The Open Platform for DBaaS on 
Power Systems solution injects the keypair into the instance in the image building stage. You 
can log in to the instance by using the public SSH key that is associated to the keypair that is 
used in the image building stage.

For more information about keypair injection on data store images, see “Image building” on 
page 212.

4.2.4  Restarting an instance

To restart an instance, click the Restart Instance icon in the Life-cycle Management group 
under the Shortcuts menu. Select the instance and click Restart, as illustrated in Figure 4-9. 
The instance status can be checked in the Instances menu under Database as Service pane 
(Figure 4-7 on page 104).

Figure 4-9   Restarting an instance

Note: Given the nature of Trove, the keypair is injected during the image building stage and 
the SSH key is associated to the data store image, not the instance.
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4.2.5  Resizing an instance

To resize an instance, click the Resize Instance icon in the Life-cycle Management group 
under the Shortcuts menu. Select the instance and the new flavor. Then, click Resize, as 
illustrated by Figure 4-10.

Figure 4-10   Resizing an instance
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4.2.6  Deleting an instance

To delete an instance, click the Delete Instance icon in the Life-cycle Management group 
under the Shortcuts menu. Select the instance and click Delete, as illustrated in Figure 4-11.

Figure 4-11   Deleting an instance

Note: First, check that you have a backup of your data before deleting an instance 
because the instance data is destroyed.
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4.2.7  Resizing a volume

To resize a volume, click the Resize Volume icon in the Life-cycle Management group under 
the Shortcuts menu. Select the instance and the new flavor. Then, click Resize, as illustrated 
in Figure 4-12.

Figure 4-12   Resizing an instance
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4.2.8  Renaming an instance

To rename an instance, click the Rename Instance icon in the Life-cycle Management 
group under the Shortcuts menu. Select the instance that you want to rename. Then, type 
the new instance name in the field, as indicated in Figure 4-13. Click Rename to confirm.

Figure 4-13   Renaming an instance
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4.2.9  Creating a database

To create a database, click the Create Database icon in the Life-cycle Management group 
under the Shortcuts menu. Type a name for the database to be created and select an 
instance from the list. Then, click Create, as illustrated in Figure 4-14.

Figure 4-14   Creating a database
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4.2.10  Deleting a database

To delete a database, click the Delete Database icon in the Life-cycle Management group 
under the Shortcuts menu. Select the database to be deleted and then click Delete, as 
illustrated by Figure 4-15.

Figure 4-15   Deleting a database
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4.3  Backup and recovery

The Open Platform for DBaaS on Power Systems solution creates backups through the 
OpenStack Swift object storage containers. Swift is ideal for backups because it stores data 
efficiently and safely. For more information about OpenStack Swift, see Welcome to Swift’s 
documentation.

Backups can be managed from the Backups menu or from the Shortcuts menu. To list and 
manage backups, click Backups under the Database as a Service menu, as illustrated in 
Figure 4-16.

Figure 4-16   Managing backups
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You can also show the backup details by clicking the backup name. The backup information 
for the MariaDB data store with an ID ending in f8bf is illustrated in Figure 4-17.

Figure 4-17   Displaying backup details

4.3.1  Creating a backup

To create a backup, click the Create Backup icon in the Life-cycle Management group 
under the Shortcuts menu. Type a name for the backup and a description. Select the 
instance to be backed up, and then click Create, as illustrated in Figure 4-18 on page 115.

Note: Select the parental backup from the list if you want to do an incremental backup or 
leave it cleared for a new backup.
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Figure 4-18   Creating a backup

4.3.2  Restoring from backup

Restoring an instance from backup is similar to creating one. The only difference is that you 
specify the backup that you want to restore and it launches the instance to recover the data.
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To restore an instance from a backup, click the Restore Backup icon in the Life-cycle 
Management group under the Shortcuts menu. Provide the instance information because 
you are creating an instance and go to the Backup tab. Select the backup to be restored and 
then click Restore, as illustrated by Figure 4-19.

Figure 4-19   Restoring a database instance from backup

4.3.3  Deleting a backup

To delete a backup, click the Delete Backup icon in the Life-cycle Management group under 
the Shortcuts menu. Select the backup to be deleted and then click Delete, as illustrated in 
Figure 4-20.

Figure 4-20   Deleting a backup
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4.3.4  Backup containers

Backup objects are stored in a Swift container and can be accessed for viewing, editing, 
deleting, and downloading through the Containers menu, as shown in Figure 4-21.

Figure 4-21   Backup containers

You can find the backup file location in Backup Details, as illustrated in Figure 4-17 on 
page 114.

4.4  Security

You can manage user access for each of your database instances to secure data. This 
section describes the security aspects of the Open Platform for DBaaS on Power Systems 
solution and how to manage users’ access to databases.
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4.4.1  Creating a user

To create a user, click the Create User icon in the Security group under the Shortcuts 
menu. Type a name and a password for the new user. Select an existing instance and check 
the databases that you want the user to have access to, as illustrated in Figure 4-22. Click 
Create to confirm.

Figure 4-22   Creating a user
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4.4.2  Deleting a user

To delete a user, click the Delete User icon in the Life-cycle Management group under the 
Shortcuts menu. Select the user to be deleted and then click Delete, as illustrated in 
Figure 4-23.

Figure 4-23   Deleting a user
Chapter 4. Usage 119



4.4.3  Managing root access

To manage root access for an instance, click the Manage Root icon in the Security group 
under the Shortcuts menu. Select the instance and then click the Manage Root Access, as 
illustrated in Figure 4-24.

Figure 4-24   Managing root access

The root access for the selected instance is shown in Figure 4-25. This is the first time that 
the root access is being enabled, and therefore, there is no password that is associated to the 
instance. To enable root access and generate a password, click Enable Root.

Figure 4-25   Enabling root access
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Finally, the root access is enabled for the selected instance and a password is generated, as 
shown in Figure 4-26.

Figure 4-26   Root access enabled with a password generated

4.4.4  Managing user access

To manage user access, click the Manage User Access icon in the Security group under the 
Shortcuts menu. Select the instance to be managed by the user and then click Manage 
User Access, as illustrated by Figure 4-27.

Figure 4-27   Managing user access
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The user access for the selected instance is shown in Figure 4-28. This is the first time that 
the user access is being granted, and therefore, the instance is not accessible. To grant user 
access, click Grant Access.

Figure 4-28   Granting user access to an instance

Finally, the user access is granted for the selected instance and the instance is accessible. To 
revoke access, click Revoke Access, as shown in Figure 4-29.

Figure 4-29   User access granted
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Chapter 5. Monitoring and troubleshooting

This chapter explains the monitoring tools that are available in the Open Platform for 
Database as a Service (DBaaS) on IBM Power Systems solution. This chapter shows how 
you can access these tools, and use them for monitoring and problem determination.

After reading this chapter, you will understand the following items:

� Which tools are available in the Open Platform for DBaaS on Power Systems solution.
� What is Nagios Core is used for.
� How to access the Nagios Core interface.
� What is ELK Stack and its components (Elasticsearch, Logstash, and Kibana).
� How to access the Kibana interface.
� Usage examples of Nagios Core and Kibana.

This chapter contains the following sections:

� Introduction to cluster monitoring and troubleshooting
� Accessing the operations management tools
� Nagios
� Elastic stack (Kibana)

5
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5.1  Introduction to cluster monitoring and troubleshooting

The Open Platform for DBaaS on Power Systems solution provides operations management 
(OpsMgr) components for monitoring and problem determination. OpsMgr is an open source 
project, and all IBM contributions are streamed and freely available on GitHub at Automated 
deployment of Operational Management services on OpenPOWER.

The OpsMgr components are already deployed in the Open Platform for DBaaS on Power 
Systems solution, so all these features are available when the appliance is running in your 
environment.

The OpsMgr project implements a unified portal with Nagios Core and ELK Stack 
(Elasticsearch, Logstash, and Kibana), which are leading open source software that are 
widely used for monitoring, and data and log analysis. The OpsMgr project also provides a 
component that is used for inventory collection of the nodes in the Open Platform for DBaaS 
on Power Systems infrastructure. Together with the management interface, the nodes that are 
used in the solution also have other components that send data to the management interface 
(including metrics, statistics, and logs), keeping the Nagios Core and ELK Stack informed of 
the activity of the Open Platform for DBaaS on Power Systems cluster. This solution enables 
the operator and administrator to monitor the environment, use the tools for problem 
determination purposes, detect the root cause of possible issues, and help the DevOps 
professional to provide the strategic department with metrics and usage information of the 
environment, which supports decision making.

All the nodes in the Open Platform for DBaaS on Power Systems solution run a component 
that is called Nagios Remote Plugin Executor (NRPE), which monitors the node, its services 
for detection of hardware or software failures, and feeds the Nagios Core (which is running in 
the controller nodes) such information. The Nagios Core can alert the administrator of any 
issue.

The nodes also have the Filebeat and Metricbeat components, which are used by ELK Stack 
to send logs (Filebeat) and metrics (Metricbeat) to the Logstash component (which runs in the 
controller node). Logstash manipulates the logs and information, standardizing and indexing 
them, enabling Elasticsearch (a powerful search engine) to use such information. Kibana is a 
web interface that integrates with ElasticSeach and provides useful tools so that the 
administrator or DevOps professional can use this information for statistics, metrics, and 
problem determination.
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Figure 5-1 shows the architecture of the OpsMgr components in the Open Platform for 
DBaaS on Power Systems solution.

Figure 5-1   Architecture of the OpsMgr in the Open Platform for DBaaS on Power Systems solution

The OpsMgr tools deliver the following types of components:

� A GUI that is accessible through a browser.

� Server-side components that receive information from the agents and provide 
management functions.

� Client-side components that send events, alerts, logs, and metrics to the server-side 
components.

In the Open Platform for DBaaS on Power Systems solution, the OpsMgr components provide 
integration in the Horizon interface to access the web GUI interfaces for Nagios Core and 
Kibana. Also, OpsMgr handles the communication between server-side and client-side 
components as follows:

� Filebeat and Metricbeat send data to the ELK stack services.
� THe NRPE service monitors hardware and software services and sends data to Nagios 

Core.
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The server-side components are deployed by using LXC containers, where the Nagios and 
ELKS stack services run, as shown in Example 5-1. Such containers run in the controller 
nodes.

Example 5-1   Containers running the OpsMgr components in the controller nodes

ubuntu@int3-controller-1:~$ sudo su -
root@int3-controller-1:~# lxc-ls
int3-controller-1-elasticsearch                          int3-controller-1-kibana                                 
int3-controller-1-logstash
int3-controller-1-nagios                                 
int3-controller-1_cinder_api_container-59d7c0d3          
int3-controller-1_cinder_scheduler_container-22cb2b47
int3-controller-1_cinder_volumes_container-84904059      
int3-controller-1_galera_container-60dd2018              
int3-controller-1_glance_container-20025c0f
int3-controller-1_heat_apis_container-47d7649d           
int3-controller-1_heat_engine_container-f5b99ff8         
int3-controller-1_horizon_container-58d67e89
int3-controller-1_keystone_container-5b56181d            
int3-controller-1_memcached_container-6d4a2903           
int3-controller-1_neutron_agents_container-fd7ffcc5
int3-controller-1_neutron_server_container-98cbee41      
int3-controller-1_nova_api_metadata_container-031da642   
int3-controller-1_nova_api_os_compute_container-2e185141
int3-controller-1_nova_cert_container-72785691           
int3-controller-1_nova_conductor_container-4f8f5a5a      
int3-controller-1_nova_console_container-ccc4201e
int3-controller-1_nova_scheduler_container-75db61d6      
int3-controller-1_rabbit_mq_container-689cbf0d           
int3-controller-1_repo_container-0faabfb0
int3-controller-1_rsyslog_container-3d257960             
int3-controller-1_swift_proxy_container-aa58df5a         
int3-controller-1_trove_api_container-41db10c1
int3-controller-1_trove_conductor_container-53fa0cc1     
int3-controller-1_trove_taskmanager_container-f1b5f150   
int3-controller-1_utility_container-772b622e
root@int3-controller-1:~# lxc-attach --name int3-controller-1-nagios

root@int3-controller-1-nagios:~# ps -ef | grep nagios | grep cfg
nagios    39747      1  0 Sep27 ?        00:00:00 /usr/sbin/nrpe -c 
/etc/nagios/nrpe.cfg -d
nagios    68438      1  0 17:23 ?        00:00:06 /usr/local/nagios/bin/nagios 
/usr/local/nagios/etc/nagios.cfg
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5.2  Accessing the operations management tools

You can access the OpsMgr tools in the Horizon interface by using the Operational 
Management function. During the planning phase of your Open Platform for DBaaS on Power 
Systems environment, you selected the floating IP address that is used to access the Horizon 
interface in your cluster (see “Information that is required from the existing infrastructure” on 
page 47, especially Table 3-4 on page 49). This IP address is used in your browser to access 
the Horizon interface:

https://<floating_horizon_ip_address>

Log in by using the admin or other user name and password, as shown in Figure 5-2.

Figure 5-2   Horizon login interface
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After logging in to the Horizon Dashboard, click Operational Management in the left pane 
and then click Inventory, as shown in Figure 5-3.

Figure 5-3   Operational management pane

The Inventory window lists all resources that are configured in your environment. The window 
shows the nodes in your cluster (controller, compute, and storage nodes), and their 
respective IP addresses, machine serial numbers, and the version of the operating system 
(OS) that is running, as shown in Figure 5-4.

Figure 5-4   Inventory window in the Operational Management interface
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From the Inventory window, you can select, in the Capabilities View, the Logging (ELK Stack 
interface - Kibana) or Monitoring (Nagios Core) tool that you want to start, and then click 
Launch Selected Capability, as shown in Figure 5-5.

Figure 5-5   Capabilities View in the Inventory window

The selected Capability (Kibana or Nagios) starts, and you are prompted to provide the user 
name and password for authentication. The default user name and passwords are shown in 
Table 5-1.

Table 5-1   Default user name and password for Nagios Core and Kibana

Change the password after the first login. For more information about how to manage users 
and passwords for Nagios and Kibana, see the Nagios documentation and KIbana 
documentation.

The following sections provide more details about Nagios Core and Kibana usage.

5.3  Nagios

It is important to constantly monitor your environment to detect any issue before it affects 
production systems, giving you time to take appropriate actions to fix them, hence avoiding 
any impact on operations. There are several monitoring tools that are available to help you 
detect failures and send alerts to the system administrators. One of the most popular tools, 
widely adopted by the enterprises and community, is Nagios Core.

Nagios Core is an extensible monitoring system that can monitor servers, virtual machines 
(VMs), services, network switches, routers, and so on. Nagios Core detects IT infrastructure 
problems, helping you to take actions to correct them as quick as possible, therefore avoiding 
or minimizing impacts to your critical business servers. 

Capability User name Password

ELK Stack (Kibana) kibana kibana

Nagios Core nagios nagios
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Nagios Core is no-charge, open source, and aligned with the strategy for the Open Platform 
for DBaaS on Power Systems solution. Nagios Core alerts the system administrator when 
issues happen and then alerts again when the problem is solved.

Here are some of the items that are monitored by Nagios Core:

� Network services (SMTP, HTTP, ICMP, SNMP, FTP, and SSH)
� Host resources (CPU workload, disk usage, and system logs)
� Hardware issues (including temperature alarms)

Many situations can be monitored by using SSH commands or the NRPE. The NRPE is an 
agent that is provided by Nagios Core that performs monitoring of remote systems by using 
scripts that are hosted on the remote system being monitored. Nagios Core polls information 
from the remote system by using a plug-in that is called check_nrpe.

With the check_nrpe calls, Nagios Core runs its plug-ins on remote systems to monitor 
machine metrics (CPU, memory, disk usage, network throughput, and so on) and provide 
such information in a web GUI for the system administrator. Nagios Core also sends alerts 
through email, SMS, SNMP, or other methods with the use of Nagios plug-ins.

Figure 5-6 illustrates the process that is used by NRPE to run scripts in the hosts that are 
monitored by Nagios Core.

Figure 5-6   The NRPE agent functions1

Note: Nagios Enterprise has a licensed version of Nagios that is called Nagios XI. The 
Open Platform for DBaaS on Power Systems solution uses the Nagios Core, which is the 
open source, no-charge version of the monitoring tool that is provided by Nagios.

1  The source of the image is 
https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/4/en/monitoring-linux.html.

Note: In the Open Platform for DBaaS on Power Systems solution, the servers and 
services are monitored by using the NRPE agent.
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5.3.1  Nagios Core basic monitoring concepts

Nagios Core has some basic monitoring concepts. All the elements that are used by Nagios 
Core in the monitoring, notification process, and logic are named objects. Some of the object 
types that are used by Nagios Core are as follows:

� Commands: This type of object is used to tell Nagios Core which commands, scripts, or 
agents it needs to run to check the host and service status and provide notification 
actions. An example of a command object is check_http or check_nrpe.

� Hosts: The physical machines that are monitored by Nagios Core (including servers and 
network switches, for example). In the definition of the host object, you must provide 
information about how it can be reached (IP or MAC address), who can be contacted in a 
notification event, which checks need to be performed, and when to perform them.

� Host groups: The hosts can be grouped in host groups, for example, Controller_Nodes.

� Services: Services, functions, and resources to monitor the host or host group, such as 
SSH and OpenStack services (Heat, Cinder, Nova, RabbitMQ, and so on). In the services 
object, you also provide instructions for Nagios Core about how to monitor such services, 
when to perform the monitoring, and who to contact in case of issues.

� Service groups: You can group your services objects into a service group, such as 
OpenStack_services.

� Contact: Define the people that can be notified during the notification process. Each 
contact has one or more notification methods (such as email and mobile phone for SMS). 
The contact receives notification for hosts and services for which they are responsible.

� Contact groups: The contacts can be groups in the contact groups, such as 
Database_administrators or OpenStack_administrators.

� Timeperiods: This type of object is used to determine when hosts and services are 
monitored and when contacts are notified.

Throughout its monitoring checks, Nagios Core uses four categories to describe the state of 
the object being monitored: OK, WARNING, CRITICAL, and UNKNOWN. To avoid temporary or 
random problems, Nagios Core also uses the concept of SOFT and HARD states. The SOFT state 
is related to situations where a server or service is down temporarily. Additional checks are 
performed and then Nagios Core determines whether the server or services have recovered 
or if they are still down. If they are still down, they are moved to a HARD state because the 
problem is considered permanent. You can use Nagios Core to check for a history of events in 
your systems so you can see whether there was a SOFT or HARD event of a WARNING or 
CRITICAL problem.

5.3.2  Nagios Core deployment in Open Platform for DBaaS on Power Systems

In the Open Platform for DBaaS on Power Systems cluster, the Nagios Core server is 
installed in all controller nodes. Ubuntu Linux LXC containers are used for the deployment of 
Nagios Core, as shown in Example 5-2.

Example 5-2   Nagios Core container in one of the controller nodes

root@int3-controller-1:~# lxc-ls | grep nagios
int3-controller-1-nagios
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All controller nodes have a Nagios Core container that is similar to the one that is shown in 
Example 5-2 on page 131. The haproxy daemon balances the workload between all available 
Nagios Core servers, as shown in Example 5-3, which contains a section of the haproxy 
configuration file balancing the workload between the three Nagios Core servers (in this Open 
Platform for DBaaS on Power Systems cluster, there are three controller nodes).

Example 5-3   Nagios core workload balanced by haproxy

root@int3-controller-1:~# ps -ef | grep /usr/sbin/haproxy
root      11725      1  0 06:37 ?        00:00:00 
/usr/sbin/haproxy-systemd-wrapper -f /etc/haproxy/haproxy.cfg -p /run/haproxy.pid
haproxy   11728  11725  0 06:37 ?        00:00:00 /usr/sbin/haproxy -f 
/etc/haproxy/haproxy.cfg -p /run/haproxy.pid -Ds
haproxy   11738  11728  0 06:37 ?        00:02:49 /usr/sbin/haproxy -f 
/etc/haproxy/haproxy.cfg -p /run/haproxy.pid -Ds
root      20277   4111  0 12:45 pts/27   00:00:00 grep --color=auto 
/usr/sbin/haproxy

root@int3-controller-1:~# vi /etc/haproxy/haproxy.cfg
...
frontend nagios-http-front
bind *:8001
    mode http
    option httplog
    option forwardfor except 127.0.0.0/8
    option http-server-close
    default_backend nagios-http-back

backend nagios-http-back
    mode http
    option forwardfor
    option httpchk
    option httplog
    server int3-controller-1-nagios 172.29.236.9:80 check port 80 inter 10s fall 1 
rise 1
    server int3-controller-2-nagios 172.29.236.13:80 check backup
    server int3-controller-3-nagios 172.29.236.17:80 check backup
...

Because there are multiple Nagios Core servers, any configuration that you modify in the 
Nagios Core configuration files must be performed on all Nagios Core instances, or you have 
different results in Nagios, depending on which Nagios Core instance is tending to your 
connection.

5.3.3  Nagios Core configuration files

The Nagios Core configuration files are in the containers where Nagios Core is installed in 
each of the controller nodes. To access these containers, run the lxc-ls and lxc-attach 
commands, as shown in Example 5-4.

Example 5-4   Connecting to one of the Nagios Core containers

root@int3-controller-1:~# lxc-ls | grep nagios
int3-controller-1-nagios                                 
int3-controller-1_cinder_api_container-5dfc036b          
int3-controller-1_cinder_scheduler_container-3c5d9754
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root@int3-controller-1:~# lxc-attach -n int3-controller-1-nagios
root@int3-controller-1-nagios:~# ps -ef | grep nagios
nagios    39411      1  0 Oct05 ?        00:00:00 /usr/sbin/nrpe -c 
/etc/nagios/nrpe.cfg -d
nagios    60186      1  0 Oct05 ?        00:04:08 /usr/local/nagios/bin/nagios 
/usr/local/nagios/etc/nagios.cfg
...

Example 5-4 on page 132 shows that the main Nagios Core daemon is using the 
configuration file /usr/local/nagios/etc/nagios.cfg. This is the main configuration file for 
Nagios Core. In this file, you can tell Nagios Core where are the objects it needs to monitor, 
the notification methods, and the contacts.

The objects are defined in one or more configuration files and directories, which are specified 
in the cfg_file and cfg_dir entries in the nagios.cfg file. Example 5-5 shows a section of 
the nagios.cfg configuration files, where several objects are defined. Each of these entries 
point to a text file with the information that Nagios Core needs to work with such object.

Example 5-5   Object configuration files in nagios.cfg

...
# OBJECT CONFIGURATION FILE(S)
# These are the object configuration files in which you define hosts,
# host groups, contacts, contact groups, services, etc.
# You can split your object definitions across several config files
# if you want (as shown below), or keep them all in a single config file.

# You can specify individual object config files as shown below:
cfg_file=/usr/local/nagios/etc/objects/commands.cfg
cfg_file=/usr/local/nagios/etc/objects/contacts.cfg
cfg_file=/usr/local/nagios/etc/objects/timeperiods.cfg
cfg_file=/usr/local/nagios/etc/objects/templates.cfg

# Definitions for monitoring the local (Linux) host
cfg_file=/usr/local/nagios/etc/objects/localhost.cfg
...

The object files are configured in text files, making it easier to understand and modify any 
necessary configuration. Example 5-6 shows the contacts.cfg configuration file, which you 
can modify and add the email of the group of system administrators that manage the Open 
Platform for DBaaS on Power Systems solution so that they are notified by email in case of 
any problem that is detected by Nagios Core.

Example 5-6   The contacts.cfg configuration file

root@int3-controller-1-nagios:~# cat /usr/local/nagios/etc/objects/contacts.cfg
###############################################################################
# CONTACTS.CFG - SAMPLE CONTACT/CONTACTGROUP DEFINITIONS
#
#
# NOTES: This config file provides you with some example contact and contact
#        group definitions that you can reference in host and service
#        definitions.
#
#        You don't need to keep these definitions in a separate file from your
#        other object definitions.  This has been done just to make things
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#        easier to understand.
#
###############################################################################

###############################################################################
###############################################################################
#
# CONTACTS
#
###############################################################################
###############################################################################

# Just one contact defined by default - the Nagios admin (that's you)
# This contact definition inherits a lot of default values from the 
'generic-contact'
# template which is defined elsewhere.

define contact{
        contact_name                    nagiosadmin; Short name of user

use generic-contact; Inherit default values from generic-contact 
template (defined above)
        alias                           Nagios Admin; Full name of user

        email                           nagios@localhost; <<***** CHANGE THIS TO 
YOUR EMAIL ADDRESS ******
        }

###############################################################################
###############################################################################
#
# CONTACT GROUPS
#
###############################################################################
###############################################################################

# We only have one contact in this simple configuration file, so there is
# no need to create more than one contact group.

define contactgroup{
        contactgroup_name       admins
        alias                   Nagios Administrators
        members                 nagiosadmin
        }

The cfg_dir directive in the nagios.cfg has a similar function as the cfg_file. With the 
cfg_dir, you can direct Nagios Core to process all configuration files ending with .cfg in a 
specific directory, as shown in the Example 5-7 on page 135.
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Example 5-7   The cfg_dir directive

cfg_dir=/usr/local/nagios/opsmgr/nagios_config/commands
cfg_dir=/usr/local/nagios/opsmgr/nagios_config/hosts

In the /usr/local/nagios/opsmgr/nagios_config/commands directory, you can see some 
configuration files, which are used by Nagios Core to determine the commands it must run to 
monitor the Power Systems nodes and the Mellanox and the Lenovo network switches, as 
shown in Example 5-8.

Example 5-8   Nagios commands in cfg_dir

root@int3-controller-1-nagios:~# ls -l 
/usr/local/nagios/opsmgr/nagios_config/commands
total 16
-rw-r--r-- 1 root root 276 Oct  5 21:55 common_commands.cfg
-rw-r--r-- 1 root root 969 Oct  5 21:55 LenovoRackSwitch.cfg
-rw-r--r-- 1 root root 817 Oct  5 21:55 MLNX-OS.cfg
-rw-r--r-- 1 root root 599 Oct  5 21:55 PowerNode.cfg

In the /usr/local/nagios/opsmgr/nagios_config/hosts directory, there are configuration 
files for all objects that are monitored by Nagios Core. A snippet of such a directory is shown 
in Example 5-9.

Example 5-9   Snippet of the files in /usr/local/nagios/opsmgr/nagios_config/hosts

root@int3-controller-1-nagios:~# ls -l 
/usr/local/nagios/opsmgr/nagios_config/hosts/
total 476
-rw-r--r-- 1 nagios nagios  346 Oct  5 22:15 int3-compute-1.cfg
-rw-r--r-- 1 nagios nagios  223 Oct  5 22:32 int3-compute-1-osa_compute.cfg
-rw-r--r-- 1 nagios nagios  211 Oct  5 22:16 int3-compute-1-server.cfg
-rw-r--r-- 1 nagios nagios  346 Oct  5 22:16 int3-compute-2.cfg
-rw-r--r-- 1 nagios nagios  223 Oct  5 22:32 int3-compute-2-osa_compute.cfg
-rw-r--r-- 1 nagios nagios  211 Oct  5 22:16 int3-compute-2-server.cfg
-rw-r--r-- 1 nagios nagios  217 Oct  5 22:45 int3-controller-1-ceph_monitor.cfg
-rw-r--r-- 1 nagios nagios  355 Oct  5 22:15 int3-controller-1.cfg
-rw-r--r-- 1 nagios nagios  219 Oct  5 22:37 int3-controller-1-elasticsearch.cfg
-rw-r--r-- 1 nagios nagios  205 Oct  5 22:37 int3-controller-1-kibana.cfg
-rw-r--r-- 1 nagios nagios  209 Oct  5 22:37 int3-controller-1-logstash.cfg
-rw-r--r-- 1 nagios nagios  227 Oct  5 22:33 int3-controller-1-osa_cinder_api.cfg
...

By checking the configuration files, you can see the commands that are used by Nagios Core 
to monitor the servers and services, and the interval at which such checks are performed. 
Example 5-10 shows the checks that are performed for the Kibana daemon in node 
int3-controller-3 and the server check performed in int3-compute-1. In these examples, all the 
verifications are based on the NRPE agent daemon.

Example 5-10   Checks that are performed by Nagios Core during monitoring

root@int3-controller-1-nagios:~# cat 
/usr/local/nagios/opsmgr/nagios_config/hosts/int3-controller-3-kibana.cfg
define service {
   use                  generic-service
   host_name            int3-controller-3
   service_description  Kibana
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   check_command        check_nrpe!kibana ""
   check_interval       10
}

root@int3-controller-1-nagios:~# cat 
/usr/local/nagios/opsmgr/nagios_config/hosts/int3-compute-1-server.cfg
define service {
   use                  generic-service
   host_name            int3-compute-1
   service_description  Standard Server
   check_command        check_nrpe!server ""
   check_interval       10
}

In the Open Platform for DBaaS on Power Systems solution, all nodes that are monitored by 
Nagios Core are running the NRPE agent. In such nodes, you can see the daemon running 
and reading the configuration from the /etc/nagios/nrpe.cfg configuration file. 
Example 5-11 shows the nrpe daemon running in a compute node and a snippet of the 
/etc/nagios/nrpe.cfg file, which shows the commands that Nagios Core can tell nrpe to run 
for monitoring purposes.

Example 5-11   Nagios Core nrpe agent configuration

ubuntu@int3-compute-1:~$ ps -ef | grep nagios
ubuntu    21479  20938  0 14:38 pts/0    00:00:00 grep --color=auto nagios
nagios    75437      1  0 Oct05 ?        00:00:00 /usr/sbin/nrpe -c 
/etc/nagios/nrpe.cfg -d

ubuntu@int3-compute-1:~$ cat /etc/nagios/nrpe.cfg
...
command[check_users]=/usr/lib/nagios/plugins/check_users -w 5 -c 10
command[check_load]=/usr/lib/nagios/plugins/check_load -w 15,10,5 -c 30,25,20
command[check_hda1]=/usr/lib/nagios/plugins/check_disk -w 20% -c 10% -p /dev/hda1
command[check_zombie_procs]=/usr/lib/nagios/plugins/check_procs -w 5 -c 10 -s Z
command[check_total_procs]=/usr/lib/nagios/plugins/check_procs -w 150 -c 200
...

ubuntu@int3-compute-1:~$ file /usr/lib/nagios/plugins/check_disk
/usr/lib/nagios/plugins/check_disk: ELF 64-bit LSB executable, 64-bit PowerPC or 
cisco 7500, version 1 (SYSV), dynamically linked, interpreter /lib64/ld64.so.2, 
for GNU/Linux 3.2.0, BuildID[sha1]=e59d3fb799dee1b5f2c1729414a5226a70d50e1d, 
stripped

The Nagios Core configuration is performed during the Open Platform for DBaaS on Power 
Systems deployment for Nagios Core to monitor the Open Platform for DBaaS on Power 
Systems components. Later, you can perform additional customizations, such as using 
several Nagios Core plug-ins, which you can find at Nagios plug-ins and Nagios Exchange.

Important: Any modification of nagios.cfg or any other configuration file that is specified 
in the cfg_file or cfg_dir entries must be performed on all Nagios Core instances in all 
controller nodes to keep the configuration uniform on all Nagios Core instances.

Note: Although you may download, install, and use the plug-ins, they are not supported by 
IBM.
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5.3.4  Nagios Core usage examples

This section provides monitoring examples that are performed by Nagios Core and how you 
can view such information in the web GUI. For instructions about how to access the Nagios 
Core web interface, see 5.2, “Accessing the operations management tools” on page 127.

After using the Operational Management window in the Horizon interface and accessing the 
Nagios Core web GUI, you see the Nagios Home window, as shown in Figure 5-7.

Figure 5-7   Nagios Home window

Figure 5-7 shows the four main menus, and each of the menus has its own submenus:

� General: This menu option takes you back to the Home window and the Nagios 
documentation website.

� Current Status: This menu shows the state of monitored servers and services (that can be 
grouped in Host Groups or Service Groups) and problems happening in your system (if 
any).

� Reports: This menu helps you create reports of events, availability of systems, and 
services and trace trends of instability, which are based on past events.

� System: This administration menu can be used to configure the commands that are used 
to perform checks on the hosts, add comments that other administrators can see in the 
Nagios interface, restart the Nagios daemon, and see the monitoring queue.

Tip: There are other actions that you can perform with Nagios Core. For more information, 
see the Nagios Core documentation.
Chapter 5. Monitoring and troubleshooting 137

https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/4/en/toc.html


Viewing monitored hosts
In the Nagios main menu, under the Current Status menu, click Hosts. Nagios Core shows 
the status of all monitored hosts, as shown in Figure 5-8.

Figure 5-8   Status of the monitored hosts

Figure 5-8 shows a table containing all the monitored hosts, their status, information about 
when the last check was performed, how long this node has been monitored by Nagios, and 
the ping loss information.

You can click any of the nodes to obtain more information and perform Nagios actions. After 
clicking a node, several details are displayed, as shown in Figure 5-9.

Figure 5-9   Host information interface in the Nagios Core
138 IBM Open Platform for DBaaS on IBM Power Systems



The information that is displayed in Figure 5-9 on page 138 is explained in the following list:

1. Displays the IP address of the monitored host that is selected.

2. Shows details of the Host State Information, status, last time the check was performed, 
performance date, last time a notification was issued for this node, and shows whether 
monitoring is enabled or disabled for this host.

3. The Host Commands area helps perform Nagios commands for the specified host, such 
as disabling or managing the schedule of checks and notifications for the host.

4. Helps the administrator to add comments for this host so that other users of the Nagios 
interface are aware of its status. For example, the system administrator can add a 
comment saying that this node is under maintenance, so operators do not try to perform 
recovery actions if they see alarms for this host.

5. Takes you to actions that are performed under the Reports area, for example, generating 
an availability report, and viewing the alert history and trends for the host.

Viewing monitored services
In the main menu, under the Current Status section, click Services. Figure 5-10 shows the 
services that are monitored by Nagios.

Figure 5-10   Services that are monitored by Nagios

The controller node has many services that are monitored by Nagios. The compute nodes 
also have components that are monitored, but because most of the components run in the 
controller nodes, they have most of the monitored services.
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If you click any of the monitored services, Nagios displays details of the monitored item, 
status, status information of the checks that have been performed and service commands to 
control the schedule of the service checks, obtains reports of the service availability and 
notification history, and enables you to add comments. Figure 5-11 shows an example of the 
details of monitoring the Elasticsearch container and services on the controller node.

Figure 5-11   Elasticsearch service monitoring by Nagios Core

Note: The VMs where the open databases run are not monitored by Nagios at this time. 
The Open Platform for DBaaS on Power Systems infrastructure is monitored.
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Viewing problems
Under the Current Status area of your Nagios, you can see the Problem section. To check any 
problem that is detected by Nagios, use the appropriate link in this section so that you can 
view the problems with Services, Hosts, or Networks that Nagios detects, as shown in 
Figure 5-12.

Figure 5-12   The Nagios Problem menu

Figure 5-13 shows an example where Nagios detects critical errors in services running in the 
controller nodes.

Figure 5-13   Service problems that are detected by Nagios
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Obtaining reports
You can obtain availability reports or view the history of all alerts for a specific host, service, 
host group, or service group. To generate an availability report showing all the issues that are 
detected by Nagios in the controller Node 1 during the last month, complete the following 
steps:

1. Click Availability under the Reports section. Select the target component to obtain the 
report. Your selection can be Hosts, Hostgroups, Services, or Servicegroups. Click 
Continue to step 2, as shown in Figure 5-14.

Figure 5-14   Obtaining an availability report

2. Select the host to generate the report, and click Continue to step 3, as shown in 
Figure 5-15 on page 143.
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Figure 5-15   Choose the host to generate the report

Tip: You can optionally select ** ALL HOSTS ** in this menu to generate reports from all 
hosts that are monitored by this Nagios instance.
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3. Select then the length of the report. Figure 5-16 shows the creation of a report from the 
past month.

Figure 5-16   Selecting the length of the report
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4. Click Create Availability Report!. Nagios generates a report from all the services in this 
host for the past month, as shown in Figure 5-17.

Figure 5-17   Availability report for past month for controller node 1
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Accessing the system configuration
Under the Systems area, you can perform administrative tasks in Nagios and its monitored 
hosts and services. To schedule a host’s downtime so that all operators can see an alert on 
Nagio and avoid unwanted page-outs during a maintenance window, click Downtime, click 
Schedule service downtime or Schedule host downtime, and complete the information of 
the affected Host or Service, and the time and end that the maintenance window starts and 
ends, as shown in Figure 5-18.

Figure 5-18   Scheduling the host downtime
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You can also restart the Nagios, temporarily disable notifications, and stop checking services 
and hosts clicking Process Info under the Systems area, as shown in Figure 5-19.

Figure 5-19   Administering Nagios process information
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You can check the status, disable monitoring, or change the schedule of individual checks 
that are performed in Hosts or Services in the Scheduling Queue area, as shown in 
Figure 5-20.

Figure 5-20   Checking or changing the scheduling queue
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In the Configuration section, you can view and modify the NRPE commands that are used to 
check the status of hosts and services and the period that they can be used for monitoring. 
You can also view and change the default contact for notification purposes in case of an event 
that is detected by Nagios, as shown in Figure 5-21.

Figure 5-21   Nagios configuration menu

This section demonstrated some of the Nagios functions that are immediately available after 
the deployment of the Open Platform for DBaaS on Power Systems solution. For more 
information about Nagios and instructions of usage, see the Nagios documentation.

5.4  Elastic stack (Kibana)

As explained in 5.1, “Introduction to cluster monitoring and troubleshooting” on page 124, the 
ELK Stack is formed by several components:

� Metricbeat: An agent that runs in the compute, Ceph, and Swift nodes and monitors and 
collects metrics (disk usage, CPU workload, available memory, and so on) and sends 
them to the Logstash.

� Filebeat: An agent that also runs in the compute, Ceph, and Swift nodes and collects logs 
from the OS, OpenStack components, and Ceph components, and sends them to the 
Logstash.

� Logstash: An application that runs in an LXC container in the controller nodes. This 
application receives the information that is provided by Metricbeat and Filebeat agents, 
centralizing and transforming such information. It standardizes and indexes such 
information in a way that makes it easier to handle multiple logs and statistics from 
different sources by using different formats. All the information that is prepared by 
Logstash is sent to Elasticsearch.
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� Elasticsearch: An application running in an LXC container in the controller nodes. 
Elasticsearch is a search and analytics engine, which is accessible from RESTful web 
interfaces, that enables queries on the data that is stored (received by Logstash).

� Kibana: A web interface that consumes data that is stored in Elasticsearch. Kibana runs in 
a container in the controller nodes. Through the Kibana interface, you can have multiple 
Dashboards with useful information, such as logs and statistics from your cluster nodes, 
that you can use to make decisions and understand when events are happening in your 
environment.

Figure 5-22 shows the flow of the information from the nodes by using Beats in the Operation 
Management tools in ELK Stack.

Figure 5-22   Information flow in the ELK Stack

Example 5-12 shows the Filebeat and Metricbeat components running in one of the compute 
nodes of the solution.

Example 5-12   Filebeat and Metricbeat running in a compute node

ubuntu@int3-compute-1:~$ ps -ef | grep beat
ubuntu    40982  40962  0 16:13 pts/2    00:00:00 grep --color=auto beat
root      97692      1  0 Sep28 ?        00:08:42 
/usr/share/metricbeat/bin/metricbeat -c /etc/metricbeat/metricbeat.yml -path.home 
/usr/share/metricbeat -path.config /etc/metricbeat -path.data /var/lib/metricbeat 
-path.logs /var/log/metricbeat
root      98980      1  0 Sep28 ?        00:01:15 /usr/share/filebeat/bin/filebeat 
-c /etc/filebeat/filebeat.yml -path.home /usr/share/filebeat -path.config 
/etc/filebeat -path.data /var/lib/filebeat -path.logs /var/log/filebeat

In the /etc/filebeat/filebeat.yml configuration file, you can see that all information that is 
collected by the agent is sent to the Logstash, as shown in Example 5-13.

Example 5-13   Filebeat configuration file sending information to Logstash

output:
  logstash:
    hosts:
    - '172.29.236.50:5044'
shipper: null
logging:
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  files:
    rotateeverybytes: 10485760  # = 10MB
    keepfiles: 7
filebeat.config_dir: /etc/filebeat/conf

You can see that the IP that is configured in filebeat.yml (172.29.236.50 in Example 5-13 
on page 150) is available in one of the controller nodes. The reason is that all components 
point to this IP, and the haproxy component running in the controller node coordinates the 
routing of such information to the appropriate IP address of the Logstash LXC container, as 
shown in /etc/haproxy/haproxy.cfg in Example 5-14.

Example 5-14   The haproxy configuration file

frontend logstash-beats-front
bind *:5044
    mode tcp
    timeout client 60m
    option  tcplog
    default_backend logstash-beats-back

backend logstash-beats-back
    mode tcp
    timeout server 60m
    balance leastconn
    server int3-controller-1-logstash 172.29.236.11:5044 check port 5044 inter 10s 
fall 1 rise 1
    server int3-controller-2-logstash 172.29.236.15:5044 check port 5044 inter 10s 
fall 1 rise 1
    server int3-controller-3-logstash 172.29.236.19:5044 check port 5044 inter 10s 
fall 1 rise 1

Metricbeat sends the information directly to Elasticsearch, as shown in the section of 
/etc/metricbeat/metricbeat.yml configuration file in Example 5-15.

Example 5-15   Metricbeat configuration file

metricbeat.modules:
- module: system
  metricsets:
    - cpu
    - load
    - fsstat
    - memory
    - network
  enabled: true
  period: "1m"
  processes: ['.*']
- module: system
  metricsets:
    - filesystem
    - process
  enabled: true
  period: "5m"
  processes: ['.*']
output.elasticsearch:
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    hosts:
    - '172.29.236.50:9200'

The haproxy also routes this information to the Elasticsearch LXC container, as shown in the 
section of /etc/haproxy/haproxy.cfg in Example 5-16.

Example 5-16   Elasticsearch routing in the haproxy configuration file

frontend elasticsearch-http-front
bind *:9200
    mode http
    option httplog
    option forwardfor except 127.0.0.0/8
    option http-server-close
    default_backend elasticsearch-http-back

backend elasticsearch-http-back
    mode http
    option forwardfor
    option httpchk
    option httplog
    balance source
    server int3-controller-1-elasticsearch 172.29.236.12:9200 check port 9200 
inter 10s fall 1 rise 1
    server int3-controller-2-elasticsearch 172.29.236.16:9200 check port 9200 
inter 10s fall 1 rise 1
    server int3-controller-3-elasticsearch 172.29.236.20:9200 check port 9200 
inter 10s fall 1 rise 1

All this information is processed by Logstash and stored in Elasticsearch, which run in LXC 
containers in the controller nodes, as shown in Example 5-17.

Example 5-17   LXC Containers running with Kibana, Logstash, and Elasticsearch

root@int3-controller-1:~# lxc-ls
int3-controller-1-elasticsearch                          int3-controller-1-kibana                                 
int3-controller-1-logstash
...

The Kibana software also runs in an LXC container, and it can be the web interface that is 
used for consuming information that is stored in Elasticsearch. Through Kibana, you can 
create graphics, view logs, and statistics of your Open Platform for DBaaS on Power Systems 
infrastructure. Use the instructions that are provided in 5.2, “Accessing the operations 
management tools” on page 127 to open the Kibana interface.
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5.4.1  Using the Kibana Dashboard

As soon as you log in to the Kibana, the Kibana Dashboard is displayed, as shown in 
Figure 5-23.

Figure 5-23   The Kibana Dashboard

In the Kibana Dashboard, you can add views of searches, metrics, and graphics to monitor 
the Open Platform for DBaaS on Power Systems environment. There is information that is 
already displayed, but you can customize the view according to your preferences and needs. 
After the initial deployment of the Open Platform for DBaaS on Power Systems solution, the 
following topics are initially displayed in the Kibana Dashboard:

� Total Requests
� Error Request
� API Status
� Request Distribution
� API Error Distribution
� Error HTTP Methods
� Top 5 Event Sources
� OpenStack Log Level Severity
� OpenStack API Response Times Percentage
� OpenStack API Response Times Stats
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To understand the information that is displayed in each box, you can view the source of this 
data and how Kibana is projecting this information. Click the Edit icon (identified by a pencil) 
of the box you want to open, as shown in Figure 5-24.

Figure 5-24   Editing the visualization

The upper level menu changes from Dashboard to Visualize, and several pieces of 
information are displayed, as shown in Figure 5-25, and explained in the following list.

Figure 5-25   Editing the visualization
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1. The upper menu shows which section of Kibana you are using. There are four tabs you 
can use:

a. Discover: This is where you can perform searches on the logs and metrics that are 
provided by Filebeat and Metricbeat. Search can be used to later create a Visualization 
on the Visualize tab.

b. Visualize: This is the tab that is shown in Figure 5-25 on page 154. Here, you can 
create graphics and visualizations that are based on the information that is provided by 
Filebeat and Metricbeat. The visualization can use information that is filtered by 
searches that are performed in the Discover tab.

c. Dashboard: A Dashboard where you can add multiple visualizations or searches that 
were previously created. The information is dynamically displayed as the information is 
received in Logstash by Filebeat and Metricbeat from the components of the Open 
Platform for DBaaS on Power Systems solution. You can add multiple visualizations to 
the existing Dashboards or create your own Dashboard with the visualizations you 
want to display.

d. Settings: Here you can control several settings of the Kibana interface.

2. The source of this information. The source can be Logstash (uses information that is 
provided by Filebeat) or Metricbeat. When you create a visualization, you are prompted to 
choose whether you want to use Logstash or Metricbeat. This visualization uses the 
Logstash information.

3. shows the search that is performed in Discover to obtain the information for which you are 
creating the visualization. In this case, all the messages that are saved in Logstash are 
used.
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4. How the data is used to create the graphic. When you start creating the visualization, you 
must choose between multiple options, and in this case, a Pie Chart is chosen. In this 
example, each slice size is based on the Count of entries, and what determines the 
classification of each slice is a field of the logs called loglevel.raw (obtained through the 
search “*” that is shown in step 3 on page 155). This is possible because Logstash 
receives the logs through Filebeat and manipulates it, indexing and standardizing the 
available fields of the logs. Figure 5-26 shows an example of the loglevel field in a specific 
log entry.

Figure 5-26   Loglevel field of a specific log entry
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You can customize the Kibana Dashboard by resizing, adding, or removing the Visualizations 
so that you can focus on relevant information for your environment. To resize or remove a 
visualization, position the cursor at the lower right area of the visualization and drag it to 
resize, or use the “X” button at the upper right area to remove it from the Dashboard, as 
shown in Figure 5-27.

Figure 5-27   Resizing or removing the visualization from the Dashboard

To add a visualization to the existing Dashboard, use the Add Visualization button at the 
upper right area of the Dashboard, as shown in Figure 5-28.

Figure 5-28   Adding a visualization to the Dashboard

You can create a Dashboard and add the Visualizations by using the New Dashboard button 
at the upper right, as shown in Figure 5-29.

Figure 5-29   Creating a Dashboard

Note: You must be on the Dashboard tab to manipulate the Dashboard. When you are in a 
different tab, such as Discover or Visualize, the same buttons still exist in the upper right 
area, but they have different purposes.
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5.4.2  Selecting other Dashboards that are available in the Open Platform for 
DBaaS on Power Systems solution

The Open Platform for DBaaS on Power Systems solution provides several Dashboards with 
different information previously prepared, including many visualizations to help you monitor 
your environment. You can use the Load Saved Dashboards button at the upper right corner 
while in the Dashboards tab to load the previously prepared Dashboards that are available in 
the Open Platform for DBaaS on Power Systems solution, as shown in Figure 5-30.

Figure 5-30   Load saved Dashboards

The default Dashboards in the Open Platform for DBaaS on Power Systems solution are:

� Ceph Dashboard
� Linux Logs Management
� Log Analyze Dashboard - Logs from GUI
� Log Management Dashboard - OpenStack API Summary
� Log Management Dashboard - Response Times - Request Rates
� Metricbeat file system per Host
� Metricbeat system overview
� Metricbeat CPU
� Metricbeat File system
� Metricbeat Memory
� Metricbeat Network
� Metricbeat Overview
� Metricbeat Processes
� SWIFT Dashboard
� Trove Dashboard
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After clicking the wanted Dashboard, its information is immediately displayed. Figure 5-31 
shows an example of the Ceph Dashboard, displaying several Ceph-related pieces of 
information from this Open Platform for DBaaS on Power Systems environment.

Figure 5-31   Ceph Dashboard

5.4.3  Performing searches with Kibana

You can use Kibana to search through the logs from the entire cluster. Later, you can use 
information from such logs to generate graphics or visualizations to monitor the Open 
Platform for DBaaS on Power Systems cluster. You can also use Kibana search for 
troubleshooting or problem determination purposes. For more information and a 
troubleshooting example, see 5.4.9, “Using Kibana for troubleshooting” on page 178.

To perform a search by using Kibana, click the Discover tab, as shown in Figure 5-32.

Figure 5-32   The Discover tab in Kibana
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You can perform text searches. The search is performed by Elasticsearch, which uses 
features and indexes that are created by Logstash. In Figure 5-33, a search is performed for 
messages containing fabio-nova, which is the name of one VM that was previously created 
in the cluster.

Figure 5-33   Performing a search by using Kibana

The numbers that are shown in Figure 5-33 are explained in the following list:

1. The search field to type the information for which you want to look.

2. Here, you must select the source of the information, where the search is performed. If you 
click Logstash-*, you can switch to Metricbeat-*. As explained in 5.4, “Elastic stack 
(Kibana)” on page 149, Filebeat sends information to Logstash while Metricbeat sends it 
directly to Elasticsearch.

3. Here, you select the time frame in which to perform the search.

4. The time frame that is considered for this search (based on the selection that is made in 
step 3.

5. This graphic shows the count of entries that resulted from this search (or the total number 
of results that resulted from this search), in a timeline, respecting the time frame that is 
selected in step 3.

6. The left pane shows the available fields in the log entries. Logstash receives the logs from 
multiple applications and standardizes them, creating fields to index and store the 
information that is received in such a log (for example, there is a timestamp field storing 
the data and time of the log entry, and a message field storing the message itself).

Note: You can use wildcards or quotation marks (“”) to look for specific or more precise 
information.

Important: The Kibana search is restricted to messages that happened during that 
time frame.
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7. This area shows the results of your search.

You can click in the log entry and expand it, showing all the available fields and information 
from that log, as shown in Figure 5-34.

Figure 5-34   Details of the log entry

In Figure 5-34, you can see all the information for that specific log entry that resulted from 
your search. You can see that the field message contains the message itself, @timestamp 
shows the exact time and date when that message happened, host shows the server where 
this log came from, loglevel shows whether this message is an ERROR, WARNING, or INFO, and 
source shows the file name where this entry was logged. All of this information was passed 
from Filebeat to Logstash, transformed, and then stored in Elasticsearch. Kibana used 
Elasticsearch to obtain such information.

This section shows an example about how to search for logs that contain information about 
the number of bytes that are written to Ceph devices. This search is later used to create a 
graphic in 5.4.5, “Using Kibana to create a graph that is based on a search” on page 164.

Note: You can use such fields to refine your search. By clicking in one of the fields, 
Kibana shows the available results for information in that field, and you can select one 
of them to refine your query. For example, if you click in the loglevel field, you can 
select ERROR, and only ERROR messages are displayed in the result of the search (INFO or 
WARNING messages are not shown).
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One of the fields that is added by Logstash is the tags field. It contains tags that are related to 
that log entry, enabling you to use such tags in your queries. For example, the Ceph-related 
logs have ceph as a tag. There is also another field that is named bytes_written, which 
stores the total bytes that are written per second (this is part of the information in the Ceph 
log), as shown in Figure 5-35.

Figure 5-35   Ceph log in the Kibana interface showing the tags and number of bytes_written

Knowing such information, you can search for messages with the tag ceph and request only 
messages that have the bytes_written field by performing a search, as shown in 
Example 5-18.

Example 5-18   Searching for Ceph logs with the bytes_written field

tags:ceph AND _exists_:bytes_written
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Figure 5-36 shows the search results for this query. It considers only logs from the past 12 
hours, according to the selection that is made at the upper right corner of the window.

Figure 5-36   Search results from the Ceph logs with bytes_written

Click the Save Search button at the upper right corner of your window to save this query. 
Later, you can use this query to create a graphic, as explained in 5.4.5, “Using Kibana to 
create a graph that is based on a search” on page 164. Figure 5-37 shows the Save Search 
option.

Figure 5-37   Save Search option
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5.4.4  Viewing saved searches

After you save a search, you can open it at by clicking the Discover tab, clicking the Open 
button, and then selecting the correct search among the available ones, as shown in 
Figure 5-38.

Figure 5-38   Opening saved searches

The search is automatically performed by Kibana and Elasticsearch based on the time frame 
that is selected at the upper right corner of your window.

5.4.5  Using Kibana to create a graph that is based on a search

You can use Kibana to create a visualization that is based on information that is obtained by a 
search. In this example, you can create a graph (line chart) to show the number of bytes that 
was written by Ceph in the past few hours by using the information that is provided by the 
search that was prepared and saved in 5.4.3, “Performing searches with Kibana” on 
page 159. 

Complete the following steps:

1. Click Visualize and select the visualization method (Line Chart), as shown in 
Figure 5-39.

Figure 5-39   Creating a line chart visualization
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2. You must select the source of information for this line chart. This case uses the previously 
saved search, so select it, as shown in Figure 5-40.

Figure 5-40   Using a saved search as the source of information

3. Then, select the saved search that you want to use as the source of information for this 
visualization. Figure 5-41 uses the bytes_written_in_ceph saved search.

Figure 5-41   Selecting the saved search
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4. Now, customize your visualization. Given that it is a Line chart, it has two axes (Y is the 
vertical axis and X is the horizontal axis). In this example, the Y-Axis shows the Average 
(Aggregation) of data in the Field bytes.written (obtained from the search that is performed 
in Kibana). The Y-Axis aggregates the data based on a Date Histogram that uses the 
@timestamp field of the logs to determine how the data is aggregated. After making these 
selections, click Play. The graph is shown (Figure 5-42).

Figure 5-42   Customizing the visualization

The data is based on the time frame that is selected at the upper right corner of the 
window. You can modify this time frame so that the graph is also dynamically changed, as 
shown in Figure 5-43 on page 167.
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Figure 5-43   Changing the time frame

5. After you prepare your visualization, click Save to save this visualization, as shown in 
Figure 5-44.

Figure 5-44   Saving the visualization
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5.4.6  Viewing saved visualizations

When you have a saved visualization, you can reload it by opening the saved visualization. To 
complete this action, click the Visualize tab and click Open. Look for your visualization and 
click it, as shown in Figure 5-45.

Figure 5-45   Opening a saved visualization

5.4.7  Adding the graph visualization to the Dashboard

You can add a saved visualization to your Dashboard so that you can use this information to 
monitor your Open Platform for DBaaS on Power Systems cluster. To complete this action, 
open the Dashboard that you want to use, click +, which is Add Visualization button, and then 
search for the visualization that you want to add and click it, as shown in Figure 5-46.

Figure 5-46   Adding a visualization to the Dashboard
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The Visualization is added to the bottom of the Dashboard. You can move it to the position 
where you want this information to appear, and also resize it, as shown in Figure 5-47.

Figure 5-47   Positioning and resizing the visualization in the Dashboard

After completing this action, click Save at the upper right corner of the window to save the 
changes that are made to this Dashboard so that this visualization is added persistently to it, 
as shown in Figure 5-48.

Figure 5-48   Saving the changes to the Dashboard

5.4.8  Using Kibana to view metrics

Kibana also receives metrics information that is provided by Metricbeat, such as the workload 
of the systems CPU, memory usage, and file system utilization. You can use such information 
to generate graphics or tables to monitor your Open Platform for DBaaS on Power Systems 
cluster.
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This section shows an example of using information that is provided by Metricbeat to create a 
table showing the CPU workload in your nodes. Complete the following steps:

1. In the Discover tab, select metricbeat-* as the source of information and then perform a 
search for entries with the metricset.module as system and metricset.name as cpu or 
load, as shown in Example 5-19.

Example 5-19   Searching for metrics from Metricbeat

metricset.module: system AND (metricset.name: cpu OR  metricset.name: load)

Figure 5-49 shows the results of this query.

Figure 5-49   Searching for information from Metricbeat

Viewing the details of the log entries, you can see the type of information that is provided 
by Metricbeat to Elasticseach. Figure 5-50 on page 171 shows node int3-controller-1 
(one of the controller nodes) has 98.51% of idle CPU.

Note: Metricbeat can also run in the VMs and provide information such as connectivity to a 
database engine. At the time of writing, only the infrastructure is monitored by Metricbeat, 
which provides information only about the controller, compute, and storage (Ceph and 
Swift) nodes, but not the VM information, so no metrics about the database engines are 
available at this time.
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Figure 5-50   CPU usage information by Metricbeat

2. You can save this search by using the Save Search button on the upper right corner of 
your window, as shown in Figure 5-51.

Figure 5-51   Saving the Metricbeat search
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3. You can then create a visualization that is based on the information that is provided by this 
search. Click the Visualize tab and then, in the Create new visualization area, select the 
type of visualization that you want to create. In this example, a Data table visualization is 
selected, as shown in Figure 5-52.

Figure 5-52   Creating a Data table visualization

You can create this visualization based on a new search (you must perform this search in 
the search area of the Kibana) or by using a previously saved search. Figure 5-53 shows a 
selection from a saved search to use a search that was performed earlier on this section.

Figure 5-53   Using a saved search to create a visualization

4. After selecting From a saved search, select the saved search to use as the source for this 
visualization, as shown in Figure 5-54 on page 173.
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Figure 5-54   Selecting the saved search

5. In this section, customize your visualization, as shown in Figure 5-55, based on a saved 
search. In the left pane, you have the metrics and buckets fields. The metrics area 
determines the columns that this table will have. Add as many columns as you want by 
clicking +Add metric and include a new metric. This example uses the Average as the 
Aggregation method for the data, and then selects the field to aggregate in the table, for 
example, system.cpu.idle.pct. This column shows the average of idle CPU percentage 
according to the information that is provided by Metricbeat in the last 12 hours (per the 
selection at the upper right corner of the window).

Figure 5-55   Adding metrics to the visualization Data table
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While adding the metrics, you can customize the label of each metric, which is the 
information that is used in the header of the column in the Table, as shown in Figure 5-56.

Figure 5-56   Customizing the label

6. After adding all the metrics, choose in the buckets area how this table will be divided by 
determining how the rows of the table will be split. Here, click Split Rows and then select 
how you want to split the rows of the table. Figure 5-57 on page 175 shows that the rows 
are divided by Terms and the term is used to determine how the data is aggregated. The 
rows are divided by the beat.name, which is name of the Metricbeat agent sending 
information (which also corresponds to the host where the beat is running). In this 
example, a custom label is added.

Note: If you do not customize the label, the column of the table has the field name as 
the header (for example, system.cpu.iowait.pct).
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Figure 5-57   Splitting the rows of the table

7. After preparing all the details of this visualization, click the Play button at the top of the left 
menu and the visualization is then run by Kibana, creating the table based on the 
information from the previous search, and respecting the time frame at the upper right 
corner of your window, as shown in Figure 5-58.

Figure 5-58   Playing the visualization to create the table
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You can save your new visualization, as shown in Figure 5-59.

Figure 5-59   Saving the visualization

8. After saving the visualization, you can add it to your Dashboard so that you can track this 
information and monitor the CPU utilization of your cluster. Go to your Dashboard and 
click Add Visualization, and then select the visualization, as shown in Figure 5-60.

Figure 5-60   Adding a visualization to the Dashboard

9. Then, you can resize and place the visualization on your Dashboard, as shown in 
Figure 5-61 on page 177. The information that is displayed in this Dashboard is dynamic 
and shows the visualization data according to the time frame that is selected at the upper 
right corner of your window.
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Figure 5-61   Visualization added to the Dashboard

10.Now that you have modified your Dashboard, save it so that this modification persists 
every time that you open this Dashboard, as shown in Figure 5-62.

Figure 5-62   Saving the modifications in the Dashboard

If you prefer, you can create a Dashboard and add all the relevant visualizations that you like 
to have in the same window to monitor your environment.

Important: The New, Open, and Save menus vary according to the tab where you are 
working. To open a saved visualization, you must be in the Visualizations tab, for example.
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5.4.9  Using Kibana for troubleshooting

The Kibana interface is also useful for searching for errors and understanding the root cause 
of an issue. For example, Figure 5-63 shows an error that occurred while attempting to start a 
VM instance.

Figure 5-63   Error while starting a virtual machine instance

The error message that is displayed is shown in Example 5-20.

Example 5-20   Error message while starting a virtual machine

Error: Failed to perform requested operation on instance "temp-nova", the instance 
has an error status: Please try again later [Error: Build of instance 
70fe7bc8-1992-403b-aec4-2ebfa54078af aborted: Block Device Mapping is Invalid.]. 

As you can see from the message that is shown in Example 5-20, the VM ID that Kibana was 
trying to start is 70fe7bc8-1992-403b-aec4-2ebfa54078af. You can view all messages that are 
related to this VM by using the Kibana interface (Filebeat constantly sends new information to 
Logstash, and the data is available immediately after the error). Click Discover, paste the 
Instance ID in the search area, and click Search. Kibana queries Elasticsearch and filters all 
messages that are related to this Instance ID, as shown in Figure 5-64.

Figure 5-64   Searching for errors by using Kibana
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You can see that Kibana returned 81 hits. In this case, you are interested in error messages, 
so you can change the filter of the loglevel to ERROR. In the menu on the left, click loglevel 
and then click + for the ERROR messages, as shown in Figure 5-65.

Figure 5-65   Changing the filter for loglevel to ERROR

You can see that the Kibana places a filter for ‘loglevel: “ERROR”’ under the search bar. The 
number of hits is reduced to 40, and only the error messages are displayed, as shown in 
Figure 5-66.

Figure 5-66   Log messages that are filtered to display ERROR messages

Important: Remember to use double quotation marks “” during the search if you know 
exactly the message for which you are looking. Example 5-20 on page 178 shows that the 
Instance ID used “70fe7bc8-1992-403b-aec4-2ebfa54078af” for a precise query.
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You can expand each of the entries to display its details. Given that all data is standardized by 
Logstash, the core part of the message is displayed in the message field, as shown in 
Figure 5-67.

Figure 5-67   Displaying the message field in Kibana

Note: At the top of the window, under the search bar, you can see the filters that are 
applied in this search. If you want to remove filters, move your cursor over the filter and a 
Trash can icon appears, which you can use to remove the filter.
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From the message that is shown in Figure 5-67 on page 180, you can see that the instance 
failed to spawn due to a failure in creating the volume that this instance must use. The 
message shows the volume ID, which can also be used to search in Kibana for failure 
messages, as shown in Figure 5-68.

Figure 5-68   Searching by the volume ID

There were only two hits of errors with this volume ID. One of the hits is the message that is 
shown in Figure 5-67 on page 180 and the other is displayed in Figure 5-68. You know that 
the instance failed to spawn due to failure in Cinder to create the volume for the instance. In 
Figure 5-67 on page 180, you can see that the failure came from a module that is named 
cinder.volume.flows.manager.create_volume, so you can filter messages coming from this 
module to check whether it gives more details of such a failure.
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To check the module, clear the search box and remove the filter that was applied (loglevel: 
“ERROR”). Then, using the left pane, look for the module field. You can see in Figure 5-69 that 
only five modules are shown. When you click the field name, only a quick count or the top five 
items are displayed.

Figure 5-69   Filtering messages by module
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The module to be filtered is not available here, but you know its name from the previous log 
message. You can use the search field with a special syntax to filter the messages based on 
a field, or if you do not know the syntax, you can select a different module and then use the 
same syntax to apply the correct filter. In this case, the syntax that you want to use is shown 
in Figure 5-70.

Figure 5-70   Filtering messages per module
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Expanding the messages, you see that the volume that failed is a 1 GB volume, based on a 
Glance image with ID 5c092ae5-a347-41eb-a0fd-9ae2fbeda371, as shown in Figure 5-71.

Figure 5-71   Obtaining the source of the volume (Glance image)
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You can now use the search bar to look for failures that are related to this image ID, as shown 
in Figure 5-72.

Figure 5-72   Messages that are filtered by image ID

As this image is constantly being used, there are messages that are not related to the 
instance that failed during deployment. Given that you know the approximate time stamp of 
the failure, you can hover your cursor over the graphic, click it, and drag over the time that you 
want to filter, as shown in Figure 5-73.

Figure 5-73   Filtering messages by time
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You can also filter by the exact time by clicking the watch area at the upper right corner of the 
window and providing the exact date and time, as shown in Figure 5-74.

Figure 5-74   Filtering messages by the exact date and time

In our example, we use only the drag option, and did not filter by the exact date and time.

After you set the filter, you can display only the ERROR messages by filtering the loglevel to 
ERROR. In this case, the search obtained only two hits, as shown in Figure 5-75.

Figure 5-75   Messages that are filtered by time and loglevel
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By expanding the messages, you can see the root cause of this issue, as shown in 
Figure 5-76.

Figure 5-76   Root cause message of the failure

From the message in Figure 5-76, you can see that the root cause of the failure to spawn the 
VM is that the volume had only 1 GB, and the image requires 3 GB. With this information, you 
can select a bigger volume size when deploying your VM to avoid such errors.
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Chapter 6. Scaling

This chapter describes how to scale your cluster, and describes the considerations for 
expanding Open Platform for Database as a Service (DBaaS) on IBM Power Systems into a 
larger configuration size, commonly called vertical scaling.

This chapter also covers the aspects of horizontal scaling to expand units across existing 
hardware and improve load efficiency.

This chapter contains the following sections:

� Scaling up your cluster
� Horizontal scaling

6
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6.1  Scaling up your cluster

Scaling up your Open Platform for DBaaS on Power Systems cluster results in more 
computing resources being available. You can scale up your cluster by adding more 
hardware, which increases the number of compute nodes, and storage disks. This section 
describes how to upgrade your Open Platform for DBaaS on Power Systems cluster from one 
configuration size to another one, and it also gives an overview of the scaling considerations 
for resizing your cluster.

Figure 3-11 on page 61 shows the current reference configuration sizes for the Open Platform 
for DBaaS on Power Systems solution. The starter cluster size shares servers for compute, 
controller, and Ceph. For this cluster configuration, scaling up to higher configurations with 
dedicated servers requires deployment changes in the existing nodes. These deployment 
changes include scaling back units that are deployed in a shared node. Scaling back units is 
described in“Scaling back” on page 199.

To perform an upgrade from an entry cluster size to a cloud scale size, you must add more 
compute nodes and storage disks to your existing cluster. These tasks are described in more 
detail in the following sections.

6.1.1  Adding a compute node

The compute node has the services that are responsible for starting instances in the cloud. If 
you want your cluster to increase its capacity to start instances with more computing power or 
larger flavors, complete these steps:

1. Configure the server to use static IP for IPMI on the baseboard management controller 
(BMC) interface. Set an IPMI user and password.

2. Power on the machine from the BMC or IPMI interface. Metal as a Service (MAAS) does 
the auto-discovery for interfaces that are connected to the same network. The server is 
automatically discovered by MAAS. For more information about how to manually add 
nodes to the cluster, see “Baremetal provisioning” on page 202. To power on the server by 
using IPMI, run the command that is shown in Example 6-1.

Example 6-1   Powering on the server through IPMI

$ ipmitool -I lanplus -H 192.168.20.107 -U ADMIN -P ADMIN power on

Note: This section describes the software aspects of cluster scaling. To read about the 
hardware considerations for different configuration sizes, see Chapter 3, “Architecture” on 
page 43.
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3. Check whether the node is auto-discovered by MAAS enlisting. Figure 6-1 shows the new 
node that was automatically discovered by MAAS enlisting.

Figure 6-1   MAAS enlisting nodes
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4. New discovered nodes receive an automatic name in MAAS. The node saving-tuna.maas 
in this example is the machine that MAAS detected. You can change the node’s name by 
clicking the node and editing its name, as illustrated in Figure 6-2.

Figure 6-2   Renaming the discovered node
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5. Commission the node by clicking Commission under the Take action menu, as shown in 
Figure 6-3. This action runs a series of scripts and checks to collect system information 
from the added node.

Figure 6-3   Commission node
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6. Commissioning scripts take time to run and collect all the system information from the 
discovered node. The commissioning status is illustrated in Figure 6-4.

Figure 6-4   Commissioning status

7. After commissioning, you see the node’s status change to Ready. You can match the 
machine constraints for deploying applications on your new node. Figure 6-5 illustrates the 
network interfaces that are required for adding units to your existing model. At the time of 
writing, network interfaces must be manually configured on MAAS. For detailed 
information, see 3.4, “Networking” on page 68.

Figure 6-5   Server network interfaces

8. You can deploy compute services on a new node in the Juju GUI or CLI. To deploy a 
compute node through Juju’s command line, run the command that is shown in 
Example 6-2 on page 195.
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Example 6-2   Deploying a compute node

$ juju add-unit nova-compute

Alternatively, you can add a nova-compute unit by using the Juju GUI. Under the Machines 
tab, add one nova-compute unit and click Auto place, as shown in Figure 6-6. Commit 
your changes to deploy the compute node.

Figure 6-6   Adding a nova-compute unit on the Juju GUI

Note: You do not need to deploy all dependencies and services that run on a compute 
node. Juju charms automatically pull all the required units that are specified in the Open 
Platform for DBaaS on IBM Power Systems model.
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9. Check the deployment status by using the MAAS Nodes tab view, as illustrated in 
Figure 6-7.

Figure 6-7   Checking the deployment status
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10.You can check for deployment completion by using the MAAS Nodes tab. Figure 6-8 
shows how the node status looks when deployment is complete.

Figure 6-8   Checking the completion of the deployment

6.1.2  Adding a storage node

The storage node has the services that are responsible for storing and retrieving data for the 
database instances.

Adding a storage node is similar to adding a compute node from the deployment perspective. 
If you want your cluster to increase its capacity to store data, complete the steps from 6.1.1, 
“Adding a compute node” on page 190 until step 7 on page 194. Then, replace step 8 on 
page 194 with the command that is shown in Example 6-3.

Example 6-3   Adding a storage node

$ juju add-unit ceph-osd

Example 6-3 deploys storage services into the discovered node.
Chapter 6. Scaling 197



6.2  Horizontal scaling

You can expand services across the existing machines to make better usage of the hardware 
resources in the cluster. To deploy additional applications, add the unit to your model and 
commit your changes. Juju deploys the units according to the machine constraints. For more 
information about the constraints, see the Juju constraints documentation.

Figure 6-9 illustrates how to add a Ceph unit to the cluster.

Figure 6-9   Scaling horizontally
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Colocating
You can also colocate applications. In this mode, you specify the machine to which you want 
to deploy. Example 6-4 illustrates how to colocate an application on a machine.

Example 6-4   Colocating an application on a machine

$ juju add-unit ceph-osd --to 5

In Example 6-4, ceph-osd and all its relationships are deployed to node number 5. The 
equivalent action in the Juju GUI is to drag the unit you are adding to the machine you want to 
deploy.

Scaling back
You can shrink your deployment by removing applications from your cluster machines. To 
remove a unit, run the command that is shown in Example 6-5.

Example 6-5   Removing a unit

$ juju remove-unit nova-compute/4

Note: If you remove a unit that has no running units, controllers, or containers, it is 
destroyed automatically.
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Appendix A. Servers provisioning and 
deployment

This appendix describes the deployment tools for Open Platform for Database as a Service 
(DBaaS) on IBM Power Systems and how its components are installed into a cluster. This 
appendix also describes how you can build additional data store images. 

This appendix includes the following sections:

� Baremetal provisioning
� OpenStack deployment
� Alternative deployment
� Image building

A
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Baremetal provisioning

The Open Platform for DBaaS on Power Systems solution uses open source tools for 
installing and configuring a cluster of Power Systems baremetal servers.

The preferred method automates the baremetal deployment through Metal as a Service 
(MAAS), an open source tool that supports OpenPower hardware. It performs the 
provisioning of physical servers by installing an operating system (OS) and configuring the 
network.

MAAS requires a physical server for baremetal provisioning. The MAAS deployment server 
runs on Power Systems or x86 machines. You can install MAAS by following the 
documentation found at Ubuntu provisioning.

To do baremetal provisioning, complete the following steps:

1. The Open Platform for DBaaS on Power Systems solution deploys baremetal servers by 
using an Ubuntu Power Little-Endian (ppc64el) image. To enable the ppc64el image, go to 
the Images tab and select the ppc64el check box, as illustrated in Figure A-1. Click Save 
selection to start downloading the image and making it available for deployment.

Figure A-1   Enabling the ppc64el image

Note: The alternative deployment method is to use the Cluster Genesis scripts. Cluster 
Genesis deployment is described in “Alternative deployment” on page 208.
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2. To manage subnets and VLANs, click the Subnets menu, as shown in Figure A-2. For 
more information about how to configure subnets and VLANs for the Open Platform for 
DBaaS on Power Systems solution, see 3.4, “Networking” on page 68.

Figure A-2   Managing VLANs and subnets
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You can view, add, remove, and edit servers by using the Nodes menu. Servers are listed 
with their hardware specifications as processors, memory, and disk, as shown in 
Figure A-3.

Figure A-3   Managing servers
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3. To add a server, click Add hardware and select Machine. Type a name for the node, 
select ppc64el/generic for the Architecture, and type the node’s MAC address. For 
Power type, choose IPMI (Intelligent Platform Management Interface (IPMI)), as shown in 
Figure A-4.

Figure A-4   Adding a server

After you add a server, MAAS starts commissioning your node by connecting to IPMI and 
running scripts for hardware discovery. If the commissioning succeeds, the node status 
changes to Ready and you can deploy your server.

Note: At the time of writing, Open Platform for DBaaS on Power Systems integration 
with MAAS supports only semi-automated baremetal deployment for servers and 
networking. IBM intends to improve the deployment automation features by using 
MAAS in upcoming releases of the Open Platform for DBaaS on Power Systems 
solution.
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4. To deploy a server, select it from the nodes list and click Deploy under the Take action 
menu. The available actions are illustrated in Figure A-5.

Figure A-5   Deploying a server

For more information, see the MAAS documentation.

OpenStack deployment

The Open Platform for DBaaS on Power Systems solution deploys a customized charms 
bundle to install and configure the cluster. It uses the OpenStack charms bundle as the base 
model, and integrates additional charms into a single scalable deployment.

The charms bundle includes the following units:

� ceph-mon
� ceph-osd
� ceph-radosgw
� cinder
� cinder-ceph
� glance
� keystone
� neutron-api
� neutron-gateway
� neutron-openvswitch
� nova-cloud-controller
� nova-compute
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� ntp
� openstack-dashboard
� rabbitmq-server
� trove
� kibana
� nagios

You can use the Juju GUI or command-line interface (CLI) for deploying Open Platform for 
DBaaS on your cluster. The Open Platform for DBaaS on Power Systems charms bundle can 
be downloaded from GitHub.

To deploy the Open Platform for DBaaS on Power Systems solution, complete these steps:

1. Open the Juju GUI in your browser. 

2. Get the Open Platform for DBaaS on Power Systems charms bundle from GitHub. Save 
the YAML file to your local disk.

3. Import the YAML file as a local bundle. Click Import, as shown in Figure A-6. You can also 
drag the YAML file in to the model to import the local bundle.

Figure A-6   Importing a local bundle
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4. Figure A-7 illustrates a deployment model for OpenStack base bundle. You can review the 
model applications and machines in the left pane. Click Deploy changes to confirm.

Figure A-7   Deploying a Juju charms bundle

Alternative deployment

Cluster Genesis is an open source deployment tool that automates and simplifies cluster 
configuration of OpenPower baremetal servers. It combines baremetal provisioning and 
OpenStack services configuration for a full cluster deployment of the Open Platform for 
DBaaS on Power Systems solution.

Here are the steps that are involved in deploying a cluster:

1. Obtain the configuration file.

2. Tailor the configuration for your environment.

3. Validate the configuration file.

Note: You can also deploy Juju charms bundle by using the CLI. For more information 
about Juju charms and bundles, see the Juju Charms documentation.

Note: The Cluster Genesis open source tool is provided as is and it is not officially 
supported by the Open Platform for DBaaS on Power Systems solution.
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4. Provision the cluster.

5. Configure the operational management tools.

These steps are performed by the Cluster Genesis tool. This section contains an overview of 
the Cluster Genesis deployment. For more information, see the Cluster Genesis 
documentation.

Obtaining the configuration file
The deployment automation tool uses a YAML file to specify the target cluster configuration. 
The configuration file defines the settings and details that are required for the deployment, 
including the IP address locations of the managed switches and their attached servers.

You can get a copy of the configuration from GitHub.

Tailoring the configuration for your environment
The config.yaml file contains much configuration information. To enable a cluster that is 
tailored to your environment, edit the YAML file by replacing the configuration parameters with 
your data. Here are the editable parameters:

� Management network IP address:

ipaddr-mgmt-network: 192.168.16.0/24

� Management switch IP address:

ipaddr-mgmt-switch:
rack1: 192.168.16.20

� Data switch IP addresses:

ipaddr-data-switch:
rack1: 

192.168.16.25
192.168.16.30

� External floating IP address:

external-floating-ipaddr: 10.0.16.50

� External network settings:

networks:
external1:

description: organization site or external network
addr: 10.0.16.0/22
broadcast: 10.0.19.255
gateway: 10.0.16.1
dns-nameservers: 10.0.16.200
dns-search: mycompany.domain.com
method: static
eth-port: osbond0

� Controller node settings:

node-templates:
controllers:

hostname: controller1
userid-ipmi: ADMIN
password-impi: admin
cobbler-profile: ubuntu-16.04.1-server-ppc64el
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Validating the configuration file
To ensure that the format of the specified configuration file is valid, validate it by running the 
commands that are shown in Example A-1.

Example A-1   Validating the configuration file

$ git clone https://github.com/open-power-ref-design/dbaas
$ cd dbaas
$ TAG=$(git describe --tags $(git rev-list --tags --max-count=1))
$ cd ..
$ sudo apt-get install python-pip
$ sudo pip install pyyaml
$ git clone https://github.com/open-power-ref-design-toolkit/os-services
$ cd os-services
$ git checkout $TAG
$ ./scripts/validate_config.py --file ../dbaas/config.yml
$ cd ..

Provisioning the cluster
Before provisioning the cluster, ensure that all nodes have direct access to the internet. If the 
cluster is being configured in a private network without direct internet access, then the 
deployer node needs internet access so that it can act as a NAT host to route all the nodes in 
the cluster.

After the deployment cluster’s configuration is finalized, the cluster can be provisioned by 
starting the automation tool. The tool runs the commands that are shown in Example A-2.

Example A-2   Provisioning the cluster

$ git clone https://github.com/open-power-ref-design-toolkit/cluster-genesis
$ cd cluster-genesis
$ TAG=$(git describe --tags $(git rev-list --tags --max-count=1))
$ git checkout $TAG
$ /scripts/install.sh
$ source scripts/setup-env
$ gen deploy

Configuring OpenStack services
In a typical deployment, the provisioning takes a couple hours to complete the installation of 
the OS on all nodes. Upon the completion of the installation, it is ready for bootstrapping the 
cluster for OpenStack services.

The bootstrap step is automatically triggered when cluster-genesis is completed. Various 
OpenStack parameters must then be configured. To prepare for this phase, collect the 
information that is shown in Table A-1.

Table A-1   Information parameters that are required

Parameter Description Example

Keystone password The password that is used for the 
OpenStack authentication service.

mypassword

Virtual Router Redundancy Protocol 
(VRRP) ID 

Virtual Router ID of 1 - 255 and 
unique across the network.
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For more information about the various options to configure the OpenStack deployment, the 
openstack-ansible documentation.

The minimal configuration set is as follows:

1. Log in to the first controller node (ctrl-1) by running the following command:

$ ssh ctrl-1

2. Edit the keystone stanza and set the keystone password in the 
/etc/openstack_deploy/user_secrets.yml file by running the following command:

$ vi /etc/openstack_deploy/user_secrets.yml file

Here is the output of the command:

## Keystone options
keystone_container_mysql_password:
keystone_auth_admin_token: password
keystone_auth_admin_password:
keystone_service_password:
keystone_rabbitmq_password:

3. Set the external virtual router ID in the /etc/openstack_deploy/user_variables.yml file. 
The valid range for this parameter is 1 - 255 and it must be unique for each cluster.

haproxy_keepalived_external_virtual_router_id: 202

4. Edit the /etc/openstack_deploy/openstack_user_config.yml file to reserve IP addresses 
for the 172.X.X.1 - 50 networks. For the 172.29.236.X network, the range 100 - 200 is also 
reserved. This is done by using the used_ips field that is described in 
/etc/openstack_deployopenstack_user_config.yml.example. The following values can 
be placed just before the global_overrides field:

$ vi /etc/openstack_deploy/openstack_user_config.yml

Here is the output of the command:

used_ips:
- “172.29.236.100,172.29.236.200”
- “172.29.236.1,172.29.236.50”
- “172.29.240.1,172.29.240.50”
- “172.29.244.50,172.29.244.50”

5. Now, the cluster is ready to complete the final step of deployment. Run the following 
commands:

cd os-services
$ ./scripts/create-cluster.sh 2>&1 | tee -a /tmp/create-cluster.out

USED IPs The range of IP addresses in the 
private network that is already taken, 
and cannot be assigned to nodes in 
the cluster. This includes the 
addresses that are assigned by 
cluster-genesis and those reserved 
for use by Trove. In this example, 
172.29.236.100 - 200 are reserved for 
Trove.

172.29.236.100..172.29.236.200
172.29.236.1..172.29.236.50
172.29.240.1..172.29.240.50
172.29.244.50..172.29.244.50

Parameter Description Example
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Configuring the operational management services
The Open Platform for DBaaS on Power Systems solution uses popular DevOps tools that 
provide additional function to monitor availability and health of your cluster. These tools are 
Nagios Core and Elasticstack. To read more about operational management tools, see 
OpsMgr for Cloud.

Image building

The Open Platform for DBaaS on Power Systems solution provides the images for all the 
supported databases with their respective versions, as listed in Table 2-2 on page 41. The 
available images that are uploaded to Glance can be displayed by clicking the Images option 
under Project or Admin from the left pane of the Dashboard.

To get a different image, you must build it by using one of the methods that are provided by 
the deployment tools. These building methods are described in more detail in the following 
sections.

The dbimage-builder charm

The dbimage-builder charm uses the dbimage-builder tool to create a bootable virtual disk 
image that is configured to provide a user-specified database.

Deployment requirements
The dbimage-builder charm is a subordinate charm of Trove, so the Trove charm must be 
installed before deployment. The charm also requires access to OpenStack for creating a 
virtual machine (VM). This VM is used for creating images and needs an Ubuntu image, Trove 
tenant network, and an external network.

During deployment, the charm attempts to use configuration defaults to create the VM. If this 
fails, the charm monitors the configuration updates and attempts to create the VM again.

Defaults
Here are the configuration defaults:

vm_image     = xenial-1604
external_net = external_net
trove_net    = trove_net 

Where:

vm_image The Ubuntu image that is used to create the VM. Defaults to 
xenial-1604.

trove_net The OpenStack network that is used by Trove tenants. Defaults to 
trove_net.

external_net The OpenStack network that is used to connect externally. Defaults to 
external_net.

Note: Monitor /tmp/create-cluster.out for progress and indication of completion. You 
can verify whether the cluster is operational by following the instructions that are found at 
GitHub.
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Deployment commands
Example A-3 shows the deployment commands.

Example A-3   Deployment commands

git clone https://github.com/open-power-ref-design-toolkit/dbimage-builder-charms
juju deploy dbimage-builder
juju add-relation dbimage-builder trove

Command for the dbimage-make
Here is the command for running dbimage-make:

juju run-action dbimage-builder/<unit_number> dbimage-make db=<db-name> > 
[version=<version> ] [ c=True | e=True ] [ keyname=<keyname> ]

This command creates a bootable OS image that contains the named database and 
database version, and creates an OpenStack Trove data store from the image. The image is 
built by using the OpenStack diskimage-builder (DIB) project. Here are the guidelines 
regarding the command parameters:

� The db parameter must be either mariadb, mongodb, mysql, postgresql, or redis.

� The c parameter may be specified to select the community edition of a database if one is 
provided and supported by this tool. The e argument may be specified to select the 
enterprise edition of a database if one is provided and supported by this tool. When c and 
e are not specified, the selection defaults to a distribution-provided database if one is 
provided and supported by the tool.

� The keyname parameter names an SSH key pair that is registered with OpenStack. If this 
parameter is specified, then the public SSH key is obtained from OpenStack and is placed 
in a virtual disk image in /home/ubuntu/.ssh/authorized_keys. This is intended for DBA 
access.

The dbflavor commands
These commands are used after the data store is created by the dbimage-make command. 
They are used to create the data store flavors, which dictate the capacity of data store 
instances vCPUs, RAM, and storage.

The commands that are shown in Example A-4 show, change, and upload database flavors 
for Glance images that are created by the dbimage-make command.

Example A-4   The dbflavor commands

juju run-action dbimage-builder/<unit_number> dbflavor-show db=<db-name> >
[predefined=True ]

juju run-action dbimage-builder/<unit_number> dbflavor-change db=<db-name> >
flavor=flavor-name { [ vcpus=<val> ] | [ mem=val ] | [ vdisk=<val> ] }

juju run-action dbimage-builder/<unit_number> dbflavor-upload db=<db-name>
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The dibimage-builder scripts

The alternative method for building images in the Open Platform for DBaaS on Power 
Systems solution is by using the dbimage-builder scripts.

To build an image, complete these steps:

1. Create the deployer VM with one vCPU, 4 GB of RAM, and 80 GB of storage.

2. Create the database builder VM with four vCPUs, 12 GB of RAM, and 100 GB of storage.

3. Ensure the SSH connectivity between the deployer, builder, and controller.

4. Clone the os-services repository and find the dbimage-builder directory by running the 
following commands:

git clone https://github.com/open-power-ref-design-toolkit/os-services
cd os-services/osa/dbaas/dbimage-builder

5. Edit scripts/dbimagerc replacing <controller-ip> and input the controller’s address:

export DBIMAGE_CONTROLLER_IP=<controller-ip>

6. Run the following command to create the image, upload it to OpenStack Glance, and 
associate it with a Trove data store:

scripts/dbimage-make.sh -i <builder-vm-ip> -d <database-name> -k <ssh-keypair>

Note: This section contains a simplified guide for building database images through 
dibimage-builder scripts to be used in the Open Platform for DBaaS on Power Systems 
solution. For more information, see the Git repository’s readme file.

Note: The SSH key pair name that is provided is a valid keypair that was registered in 
OpenStack, and it is used by the database administrator to access the instances.
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Related publications

The publications that are listed in this section are considered suitable for a more detailed 
description of the topics that are covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this 
document. Some publications that are referenced in this list might be available in softcopy 
only. 

� IBM Power System S821LC Technical Overview and Introduction, REDP-5406

� IBM Power System S822LC Technical Overview and Introduction, REDP-5283

You can search for, view, download, or order these documents and other Redbooks, 
Redpapers, web docs, drafts, and additional materials, at the following website: 

ibm.com/redbooks

Online resources

These websites are also relevant as further information sources:

� Cluster Genesis documentation:

http://cluster-genesis.redthedocs.io/en/latest

� Juju charms documentation:

https://jujucharms.com/docs

� MAAS documentation:

https://docs.ubuntu.com/maas

� Metal as a Service (MAAS) installation:

https://www.ubuntu.com/download/server/provisioning

� Nagios documentation

https://library.nagios.com/library/products/nagios-core/manuals

� The openstack-ansible documentation:

https://docs.openstack.org/project-deploy-guide/openstack-ansible-newton

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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