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Notices

This information was developed for products and services offered in the US. This material might be available
from IBM in other languages. However, you may be required to own a copy of the product or product version in
that language in order to access it.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area. Any
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product,
program, or service may be used. Any functionally equivalent product, program, or service that does not
infringe any IBM intellectual property right may be used instead. However, it is the user’s responsibility to
evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document. The
furnishing of this document does not grant you any license to these patents. You can send license inquiries, in
writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive, MD-NC119, Armonk, NY 10504-1785, US

INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION “AS 1S”
WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED
TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of express or implied warranties in
certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time
without notice.

Any references in this information to non-IBM websites are provided for convenience only and do not in any
manner serve as an endorsement of those websites. The materials at those websites are not part of the
materials for this IBM product and use of those websites is at your own risk.

IBM may use or distribute any of the information you provide in any way it believes appropriate without
incurring any obligation to you.

The performance data and client examples cited are presented for illustrative purposes only. Actual
performance results may vary depending on specific configurations and operating conditions.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
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Preface

This IBM® Redbooks® publication describes the new member of the IBM Z® family, IBM
z14™ Model ZR1 (Machine Type 3907). It includes information about the Z environment and
how it helps integrate data and transactions more securely, and can infuse insight for faster
and more accurate business decisions.

The z14 ZR1 is a state-of-the-art data and transaction system that delivers advanced
capabilities, which are vital to any digital transformation. The z14 ZR1 is designed for
enhanced modularity, in an industry standard footprint.

A data-centric infrastructure must always be available with a 99.999% or better availability,
have flawless data integrity, and be secured from misuse. It also must be an integrated
infrastructure that can support new applications. Finally, it must have integrated capabilities
that can provide new mobile capabilities with real-time analytics that are delivered by a secure
cloud infrastructure.

IBM z14 ZR1 servers are designed with improved scalability, performance, security, resiliency,
availability, and virtualization. The superscalar design allows z14 ZR1 servers to deliver a
record level of capacity over the previous IBM Z platforms. In its maximum configuration, z14
ZR1 is powered by up to 30 client characterizable microprocessors (cores) running at

4.5 GHz. This configuration can run more than 29,000 million instructions per second and up
to 8 TB of client memory. The IBM z14 Model ZR1 is estimated to provide up to 54% more
total system capacity than the IBM z13s® Model N20.

This Redbooks publication provides information about IBM z14 ZR1 and its functions,
features, and associated software support. More information is offered in areas that are
relevant to technical planning. It is intended for systems engineers, consultants, planners, and
anyone who wants to understand the IBM Z servers functions and plan for their usage. It is
not intended as an introduction to mainframes. Readers are expected to be generally familiar
with IBM Z technology and terminology.

Authors

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Poughkeepsie Center.

Octavian Lascu is a Senior IT Consultant for IBM Romania with over 25 years of experience.
He specializes in designing, implementing, and supporting complex IT infrastructure
environments (systems, storage, and networking), including high availability and disaster
recovery solutions and high-performance computing deployments. He has developed
materials for and taught workshops for technical audiences around the world for the past 18
years. He has written several IBM publications.

Hervey Kamga is an IBM Z Product Engineer with the EMEA 1/0O Connectivity Team in
Montpellier, France. Before serving in his current role, he was a Support Engineer and
Engineer On Site for 13 years with Sun MicroSystems and Oracle in EMEA. Hervey’s areas of
expertise include Oracle Solaris (Operating System and hardware products), virtualization
(VMware, virtualBox), Linux (Ubuntu), and IBM Z I/O features and protocols (IBM FICON®
and OSA).
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Now you can become a published author, too!

Here’s an opportunity to spotlight your skills, grow your career, and become a published
author—all at the same time! Join an ITSO residency project and help write a book in your
area of expertise, while honing your experience using leading-edge technologies. Your efforts
will help to increase product acceptance and customer satisfaction, as you expand your
network of technical contacts and relationships. Residencies run from two to six weeks in
length, and you can participate either in person or as a remote resident working from your
home base.

Find out more about the residency program, browse the residency index, and apply online at:

ibm.com/redbooks/residencies.html

Comments welcome

Your comments are important to us!
We want our books to be as helpful as possible. Send us your comments about this book or
other IBM Redbooks publications in one of the following ways:
» Use the online Contact us review Redbooks form found at:
ibm.com/redbooks
» Send your comments in an email to:
redbooks@us.ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400
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Introducing the new IBM Z family
member: IBM z14 Model ZR1

This chapter describes the basic concepts of IBM z14 Model ZR1 (Machine Type 3907) and
includes the following topics:

1.1, “A digital transformation pillar’ on page 2

1.2, “z14 ZR1 highlights” on page 3

1.3, “z14 ZR1 capacity and performance” on page 12

1.4, “z14 ZR1 virtualization” on page 13

1.5, “z14 ZR1 RAS” on page 16

1.6, “Hardware Management Consoles and Support Elements” on page 17
1.7, “Supported operating systems and compilers” on page 17
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1.1 A digital transformation pillar

2

Businesses and organizations of every size are experiencing a time of exponential growth in
data and transaction volumes that are driven by digital transformation. New dynamics in the
market provide opportunities for businesses to grab market share and win. Leaders are being
asked to add value by opening their enterprises to new ways of doing business.
Organizations must give their clients and partners peace of mind that no matter what device
is being used, data is protected.

In this challenging climate, businesses must manage, protect, store, and most importantly,
use their data for gaining competitive advantage. This challenge is creating the need to apply
intelligence and insight to data for building new services that are wrapped for a customized
user experience.

In addition, businesses are experiencing increased pressure from internal and external
sources to protect and govern data. They are required to reduce potential data breach risks
and comply with complex regulatory mandates. These demands are changing the perspective
around securely handling data.

A key to digital transformation is the ability to accelerate the innovation of new business. IT
environments must have an architecture that scales for modern day cloud computing, which
allows for rapid development and secure delivery of new services.

As your business technology needs evolve to compete in today’s digital economy, IBM Z
provides intelligent, robust, and comprehensive technology solutions. The IBM approach
integrates Z hardware, software, and storage solutions to ensure that each component of the
stack is tightly integrated and optimized. The IBM z14 Model ZR1 leads that approach by
delivering the power and speed users demand, the security users and regulators require, and
the operational efficiency that maximizes your bottom line.

One of the most impactful ways to protect data is by encrypting as much of your data and
transactional pipeline as possible. Cryptography has always been in the DNA of IBM Z family.
As the newest member of that family, the IBM z14 Model ZR1 continues that tradition with
pervasive encryption to defend and protect your critical assets with unrivaled encryption and
intelligent data monitoring without compromising transactional throughput or response times.
Most importantly, this pervasive encryption requires no application changes. Pervasive
encryption can dramatically simplify data protection and reduce the costs of regulatory
compliance. By using simple policy controls, z14 ZR1 pervasive encryption streamlines data
protection for mission critical IBM Db2® for z/OS, IBM IMS, and Virtual Storage Access
Method (VSAM) datasets.

The Central Processor Assist for Cryptographic Function (CPACF), which is standard on
every core, supports pervasive encryption and provides hardware acceleration for encryption
operations. The Crypto Express6S gets a performance boost on the z14 ZR1. Combined,
these enhancements perform encryption more efficiently on than on earlier IBM Z platforms.

The z14 ZR1 is designed specifically to meet the demand for new services and customer
experiences, while securing the growing amounts of data and complying with increasingly
intricate regulations. With up to 30 configurable cores, the z14 ZR1 has performance and
scaling advantage over previous generations and 54% more capacity than the 20-way IBM
z13s Model N20.

The FICON Express16S+ delivers an increase in I/O rates and in-link bandwidth. It also
reduces single-stream latency, which provides the system the ability to absorb large
applications and transaction spikes that are driven by unpredictable mobile devices.
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Next-generation SMT in the z14 ZR1 delivers improved virtualization performance to benefit
Linux. High-speed connectivity out to the data is critical in achieving exceptional levels of
transaction throughput. The IBM zHyperLink Express introduces disk 1/O technology for
accessing the IBM DS8880 storage system with low latency, which enables shorter batch
windows and a more resilient 1/O infrastructure with predictable and repeatable 1/0
performance.

With up to 8 TB of customer memory, the z14 ZR1 can open opportunities, such as
in-memory data marts and in-memory analytics, while giving you the necessary room to tune
applications for optimal performance. By using the Vector Packed Decimal Facility that allows
packed decimal operations to be performed in registers rather than memory, and by using
new fast mathematical computations, compilers (such as Enterprise COBOL for z/OS, V6.2,
Enterprise PL/I for z/OS, V5.2, and z/OS V2.3 XL C/C++), the COBOL optimizer, Automatic
Binary Optimizer for z/OS, V1.3, and Java, are optimized on the z14 ZR1. These compilers
and optimizer are designed to improve application performance, reduce CPU usage, and
reduce operating costs. Java improvements and the use of crypto acceleration deliver more
improvements in throughput per core, which gives a natural boost to z/OS Connect EE, IBM
WebSphere® Liberty in IBM CICS®, Spark for z/OS, and IBM Java for Linux on IBM Z.

Linux on IBM Z, which is optimized for open source software, brings more value to the
platform. Linux on IBM Z supports a wealth of new products that are familiar to application
developers, such as Python, Scala, Spark, MongoDB, PostgreSQL, and MariaDB. Access to
data that was unavailable without the need for Extract Transform and Load (ETL) allows for
the development of intelligent transactions and intuitive business processes.

The advanced technology in the z14 ZR1 supports your digital transformation needs. The
platform gives your IT teams the ability to:

» Create a strong and reliable cloud infrastructure to support rapid development and
deployment of services

» Enable the adeptness to make consistently optimal business decisions and gain
operational data insights so you get the most value from your IT investment

» Fully protect your data with encryption, while facilitating regulatory compliance

» Support open source software to aid developers in infusing value into services that
ultimately improve user experiences

Terminology: The remainder of this book uses the designation CPC to refer to the central
processor complex.

1.2 z14 ZR1 highlights

The z14 ZR1 is a highly scalable symmetric multiprocessor (SMP) system, and the
architecture ensures continuity and upgradeability from its predecessor, the IBM z13s. The
z14 ZR1 is housed in an industry-standard 19-inch rack that can be easily installed in any
data center. It includes one model (ZR1) with four CPC drawer size features: Max4, Max12,
Max24, and Max30. The z14 ZR1 can have up to four PCle+ I/O drawers to support various
I/O features for network, storage, and coupling connectivity.

This section reviews some of the following most important features and capabilities of the
z14:

» Models and upgrade paths
» Rack and cabling
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1.2.1 Models and upgrade paths

4

» CPC drawer
» PCle+ I/O drawer
» 1/O subsystem and I/O features

Terminology: The remainder of this book uses the designation CPC to refer to the central

processor complex.

The z14 ZR1 has an assigned machine type (MT) of 3907, which uniquely identifies the

central processor complex (CPC). All z14 ZR1 use five, six, seven, eight, or nine processor

unit cores in for the processor unit single chip modules (up to four). Spare processor units,

system assist processors (SAPs), and one integrated firmware processor (IFP) are integral to

the system and are present in the z14 ZR1.

The number of characterizable processor units, SAPs, and spare processor units for the
various models are listed in Table 1-1. Spare processor units are used to replace defective

processor units and one spare processor unit (core) is always available on a z14 ZR1. In the

rare event of a processor unit failure, the spare processor unit is immediately and
transparently activated and assigned the characteristics of the failing processor unit.

Table 1-1 z14 ZR1 summary (machine type 3907)

Feature Feature code Characterizable | Standard Spares Integrated

name processor units | SAPs firmware
processor

Max4 0636 1-4 2 1 1

Max12 0637 1-12 2 1 1

Max24 0638 1-24 2 1 1

Max30 0639 1-30 2 1 1

The z14 ZR1 offers 156 subcapacity levels for up to 6 CPs (subcapacity levels A - Z). One
model for all Integrated Facility for Linux (IFL) or all Internal Coupling Facility (ICF)

configurations also is available.
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The upgrade paths for the z14 ZR1 are shown in Figure 1-1.

NO upgrade
from zBC12

Figure 1-1 z14 upgrade paths

On the z14 ZR1, concurrent upgrades are available for CPs, IFLs, ICFs, Z Integrated
Information Processors (zlIPs), and SAPs. However, concurrent processor unit upgrades
require that more processor units are physically installed, but not activated previously.

1.2.2 Rack and cabling

The z14 ZR1 is designed in an industry standard 19-inch rack. The z14 ZR1 is a single rack,
air-cooled system.

The rack forms the z14 ZR1 CPC and contains one CPC drawer. The number of PCle+ I/O
drawers can vary based on the number of I/O features. Up to four PCle+ I/O drawers can be
installed. PCle I/O+ drawers can be added concurrently1.

In addition, the z14 ZR1 (new builds and MES orders) offers top-exit options for the fiber optic
and copper cables (used for I/O and power). These options (Top Exit Power and Top Exit I/0
Cabling) give you more flexibility in planning where the system is installed. This flexibility
potentially frees you from running cables under a raised floor, which increases air flow over
the system.

The z14 ZR1 supports installation on raised floor and non-raised floor environments.

' The number of available PCle fanout slots depends on the CPC drawer feature (Max4, Max12, Max24, and
Max30).
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The internal, front, and rear views of the z14 ZR1 system with the maximum four PCle+ 1/0
drawers are shown in Figure 1-2.

Rear View

Support Elements
Ethernet Switches

PCle+ I/O Drawer 4*

Power
Supplies
PCle+ I/O Drawer 3*

Monitor +
KVM Switch eyboard for SEs
(retracted inside

PCle+ I/O Drawer 1 the tray)

CPC Drawer

Cable guide (spine)

v IR 2 |

PCle+ I/O Drawer 2 Monitor +
keyboard for SEs
(Detail, tray out))
Spine detail -
(with routed /0 cables) Front View

(bezels removed)

Figure 1-2 z14 ZR1 front and rear views: Configuration with four PCle+ I/O drawers

Note: The asterisk that is shown in the Figure 1-2 highlights the fact that 3 and 4 cannot be
used if FC 0617 (16U Reserved feature) is ordered.

1.2.3 CPC drawer

6

The z14 ZR1 is a single CPC drawer that contains the following elements:

>

Single chip modules:

— One to four PU single chip modules, each containing five, six, seven, eight, or nine
processor unit cores (air-cooled). The processor unit cores run at 4.5 GHz each.

— One System Controller single chip module, with a total of 672 MB L4 cache.
Memory:

— A minimum of 64 GB and a maximum of 8 TB of memory (excluding 64 GB HSA) is
available for client use.

— Atotal of 5, 10, 15, or 20 memory DIMMs are plugged in a CPC drawer.

— The number of memory DIMMs that can be plugged into the CPC drawer depends on
the CPC drawer feature.

Fanouts:

The CPC drawer provides up to eight PCle Gen3 fanout adapters to connect to the PCle+
I/O drawers and Integrated Coupling Adapter Short Reach (ICA SR) coupling links. The
number of fanouts that can be installed depends on the CPC drawer feature.
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Each fanout includes on the following configurations:

— One-port PCle 16 GBps I/O fanout, each supporting one domain in a 16-slot PCle+ 1/0

drawer.

— Two-port ICA SR PCle fanout for coupling links (two links, 8 GBps each).
» Two or four Power Supply Units (PSUs) that provide power to the CPC drawer, hot

swappable that accessible form the rear.

The loss of one PSU leaves enough power to satisfy the power requirements of the entire
drawer. The PSUs can be concurrently maintained.

» Two Flexible Support Processors (FSPs) that provide redundant interfaces to the internal

management network.

» Two Oscillator Cards (OSCs) that provide clock synchronization to the CPC.

The logical diagram of a fully populated CPC drawer (for example, a Max24 or Max30 feature)

is shown in Figure 1-3. The z14 ZR1 has 672 MB of L4 cache. The SC chip provides X-Bus
connectivity for PUS SCMs in the adjacent logical cluster. Each PU chip has two PCle bus

interfaces (for PCle fanouts). The GX Bus is not used for z14 ZR1.

Mem Mem (DIMMs) Mem Mem
(GX Bus)i_ E (GX Bus) (GX Bus) i —E(GX Bus)
xPClei— PY PU = o pcile  2xpcie == PY PU = ox PCle
1| chip chip (+ “pg psi - chip chip |
i X-Bus\:\ /—Bus i
| ; sc ! ;
{___PUlogical ____| | ..___PUlogical __!
Cluster 1 Cluster 0

Figure 1-3 z14 ZR1 CPC drawer communication topology (fully populated drawer)

The design that is used to connect the processor unit and storage control allows the system
to be operated and controlled by the IBM Processor Resource/Systems Manager™
(PR/SM™) facility as a memory-coherent symmetrical multiprocessor (SMP) system.
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1.2.4 PCle+ I/O drawer

The z14 ZR1 supports Generation 3 PCle-based infrastructure by using PCle+ I/O drawers
(PCle Gen3) for PCle features (adapters). The number of supported PCle+ I/O drawers is
listed in Table 1-2.

Table 1-2 z14 ZR1 CPC drawer fanouts per feature

Feature name PU SCMs Max. PCle fanouts Max. PCle+ I/O drawers?
Max4 (FC 0636) 1 2 1
Max12 (FC 0637) 2 4 2
Max24 (FC 0638) 4 8 4
Max30 (FC 0639) 4 8 4

a. If the 16U Reserved feature (FC 0617) is ordered, the maximum number of PCle+ I/O drawers
is two. For more information, see 2.2, “16U Reserved feature (FC 0617)” on page 26.

The PCle I/O infrastructure consists of PCle Gen3 fanouts in the CPC drawer that support
16 GBps connectivity to the PCle+ I/O drawer.

Note: Ordering of I/O feature types determines the appropriate number of PCle+ I/O
drawers. Older PCle I/0O drawers are not supported on z14 ZR1.

The PCle+ I/O drawer (see Figure 1-4) is a 19-inch single side drawer that is 8U high. I/O
features are installed horizontally, with cooling air flow from front to rear. The drawer contains
16 slots and two switch cards. These features support two I/O domains that each contain
eight features. Two PSUs provide redundant power, and six front-side fans provide redundant
cooling to the PCle+ I/O Drawer.

Power Supply Units
(PSUs)

Rear

Figure 1-4 PCle I/O drawer - rear view
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A high-level view of the 1/0 system structure for the z14 ZR1 is shown in Figure 1-5.

CPC Drawer

| wemoy | [ wemey | [ wemey | | Memay |
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| ¥ |

16GBis PCle I
Gen3 x16 : I
T L} 1
Rl RIl
PCle GEN3 s~ PCle Gen3. PCle GEN3 s PCle Gen3
Interconnect Interconnect Interconnect Interconnect
8GB/s PCle 8GB/s PCle IT"‘_A|
Gend x8 Gen3 x8 PCle
Gen3
U D Switch
8GB/S PCle 8GB/s PCle 8GB/s PClef 8GB/s PCle
Gen3 x8 Gen3 x8 Gen3 x8 \Gen3 x8
FICON Express16S+ OSA Express6S  Coupling Express LR 10 GbE RoCE Express2 zHyperLink
PCle+ 1/O Drawer PCle+ I/O Drawer

Figure 1-5 z14 ZR1 I/O system structure

The z14 ZR1 supports two fanout types (for fanout location, see Figure 1-6), which are at the
front of the CPC drawer:

» Integrated Coupling Adapter Short Reach (ICA SR)
» PCle Geng (for PCle+ I/O drawer)

The PCle Gen3 fanout has one port; ICA SR has two ports.

The PCle connections to the PCle+ I/O drawers type of internal I/O connectivity supports the
PCle I/O drawer.

For coupling link connectivity, the z14 ZR1 supports the following link types:

» ICASR
» Coupling Express LR

All coupling adapters support parallel sysplex and Server Time Protocol (STP) connectivity.
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CPC drawer I/O

The z14 ZR1 CPC drawer (see Figure 1-6) can include a combination of up to eight 1-port
PCle fanouts and 2-port ICA SR PCle coupling fanouts (numbered LGO1 - LG04 and LGO7 -
LG10).

[ oos | e |

[ Loos |
PSUA 2 | |psuz . 2] [psus PSU4 . e
@ 8 B |

Figure 1-6 z14 ZR1 CPC drawer, front view

1.2.5 /0 subsystem and I/O features

10

The IBM z14 Model ZR1 offers a PCle 1/O infrastructure for its PCle features that are installed
in PCle+ 1/O drawers. Up to four PCle+ I/O drawers per z14 ZR1 are supported, which
provide space for up to 64 PCle 1/O features. Previous IBM Z server I/O infrastructures, such
as PCle I/O drawers or I/O drawers?, are not supported on the z14 ZR1 and cannot be carried
forward during an upgrade from a z13s.

Coupling connectivity migration: IBM z14 Model ZR1 (machine type 3907) does not
support InfiniBand coupling infrastructure. The HCA3-O fanouts for 12x IFB (FC 0171) and
HCA3-0O LR fanouts for 1x IFB (FC 0170) are not supported.

You should migrate from HCA3-O to Integrated Coupling Adapter (ICA SR) and from
HCA3-O LR to Coupling Express Long Reach (CE LR).

For coupling connectivity requiring a DWDM, ensure that your DWDM equipment is
qualified to support the coupling links and timing only links.

The IBM z14 ZR1 uses PCle fanout features for data communications between the CPC
drawer and the I/O infrastructure, and for coupling (a fully configured z14 ZR1 supports eight
PCle fanout features). The multiple channel subsystem (CSS) architecture allows up to three
CSSs, each with 256 channels.

Three subchannel sets are available per CSS, which allows access to many logical volumes.
The third subchannel set allows extending the amount of addressable external storage for
Parallel Access Volumes (PAVs), Peer-to-Peer Remote Copy (PPRC) secondary devices, and
IBM FlashCopy® devices. The z14 ZR1 supports Initial Program Load (IPL) from subchannel
set 1 (8S1), or subchannel set 2 (SS2), and subchannel set 0 (SS0). For more information,
see “Initial program load from an alternative subchannel set” on page 166.

The system I/O buses use the Peripheral Component IBM Interconnect® Express (PCle)
technology, which are also used in coupling links.

2 1/0 drawers were introduced with the IBM z10™ BC and could be carried forward on earlier platform upgrades.
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z14 ZR1 connectivity supports the following I/O or special purpose features:
» Storage connectivity:
— Fibre Channel connection (IBM FICON):

¢ FICON Express16S+ 10 KM long wavelength (LX) and short wavelength (SX)
e FICON Express16S 10 KM LX and SX (carry forward only)
e FICON Express8S 10 KM LX and SX (carry forward only)

For more information about FICON features, see “Storage connectivity” on page 136.
— IBM zHyperLink Express

For more information about zHyperLink Express, see “” on page 141.

» Network connectivity:
— Open Systems Adapter (OSA):

OSA-Express7S 25GbE short reach (SR)

OSA-Express6S 10GbE long reach (LR) and short reach (SR)
OSA-Express6S GbE LX and SX

OSA-Express6S 1000BASE-T Ethernet

OSA-Express5S 10 GbE LR and SR (carry forward only)
OSA-Express5S GbE LX and SX (carry forward only)
OSA-Express5S 1000BASE-T Ethernet (carry forward only)
OSA-Express4S 10 GbE LR and SR (carry forward only)
OSA-Express4S GbE LX and SX (carry forward only)

For more information about OSA features, see “Network connectivity” on page 142.
— IBM HiperSockets™
For more information about the HiperSockets, see “HiperSockets” on page 151.

— Shared Memory Communication - Remote Direct Memory Access (SMC-R):

e 25GbE RoCE (RDMA over Converged Ethernet) Express2
¢ 10GbE RoCE Express2
¢ 10GbE RoCE Express (carry forward only)

— Shared Memory Communication - Direct Memory Access (SMC-D) through Internal
Shared Memory (ISM)

For more information, see “25GbE RoCE Express2” on page 148.
» Coupling and Server Time Protocol connectivity:

— Internal Coupling (IC) links
— Integrated Coupling Adapter Short Reach (ICA SR)
— Coupling Express Long Reach (CE LR)

For more information about coupling and Server Time Protocol connectivity, see “Parallel
Sysplex connectivity” on page 153.

» Cryptography:

— Crypto Express6S
— Crypto Express5S (carry forward only)
— Regional Crypto Enablement

For more information about the cryptographic features, see Chapter 6, “Cryptographic
features” on page 173.

» IBM zEnterprise® Data Compression (zEDC) Express features, which are installed in the
PCle I/O drawers (new build and carry forward).
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For more information about the zEDC feature, see Appendix F, “IBM zEnterprise Data
Compression Express” on page 461.

1.3 z14 ZR1 capacity and performance

12

The z14 ZR1 provides increased processing capabilities and enhanced I/O infrastructure over
its predecessor, the z13s. This capacity is achieved by increasing the performance of the
individual PUs, increasing the number of PUs per system, redesigning the system cache,
increasing the amount of memory, and using new 1/O technologies.

The increased pen‘ormance3 and the total system capacity that is available (with possible
energy savings) allow consolidating diverse applications on a single platform with significant
financial savings. The introduction of new technologies and an expanded and enhanced
instruction set ensure that the z14 ZR1 is a high-performance, reliable, and rich-security
platform.

The z14 ZR1 is designed to maximize the use of resources and allows you to integrate and
consolidate applications and data across the enterprise IT infrastructure.

z14 ZR1 is offered as one model with four CPC drawer features. The z14 ZR1 Max4 feature
(FC 0636) can have up to four customer configurable PUs, while the Max30 feature (FC 0639)
can have up to 30 customer characterizable cores. z14 ZR1 Max30 is estimated to provide up
to 54% more total system capacity than the z13s Model N20, with twice the amount of
memory (up to 8 TB versus and lower power requirements. With enhanced SMT,
co-processor features and SIMD, the performance of the z14 ZR1 delivers considerable
improvement. Uniprocessor performance also was increased significantly. A z14 ZR1
uni-processor offers 10% average performance improvement over the z13s uni-processor.

The IFL and zIIP processor units on the z14 ZR1 server can be configured to run two
simultaneous threads per clock cycle in a single processor (SMT). This feature increases the
capacity of these processors with 25% in average over processors that are running single
thread. SMT is also enabled by default on SAPs.

The z14 ZR1 provides 156 subcapacity settings, for up to six processors that are
characterized as CPs (the same as z13s). The z14 ZR1 delivers scalability and granularity to
meet the needs of small and medium-sized enterprises, while also satisfying the
requirements for demanding, mission-critical transaction, and data processing requirements.

This comparison is based on the Large System Performance Reference (LSPR) mixed
workload analysis. For more information about performance and workload variation on z14
ZR1 servers, see Chapter 12, “Performance” on page 397.

The z14 ZR1 continues to offer all the specialty engines that are available on z13s.

Workload variability

Consult the LSPR when considering performance on the z14 ZR1. The range of performance
ratings across the individual LSPR workloads is likely to have a large spread. More
performance variation of individual logical partitions (LPARSs) is available when an increased
number of partitions and more PUs are available. For more information, see Chapter 12,
“Performance” on page 397.

For more information about performance, see the LSPR website.

3 Observed performance increases vary depending on the workload types.
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Capacity on demand

Capacity on demand (CoD) enhancements enable clients to have more flexibility in managing
and administering their temporary capacity requirements. The z14 ZR1 supports the same
architectural approach for CoD offerings as the z13s (temporary or permanent). Within the
z14 ZR1, one or more flexible configuration definitions can be available to solve multiple
temporary situations, and multiple capacity configurations can be active simultaneously.

Up to 200 staged records can be created to handle many scenarios. Up to eight of these
records can be installed on the server at any time. After the records are installed, the
activation of the records can be done manually, or the z/OS Capacity Provisioning Manager
can automatically start the activation when Workload Manager (WLM) policy thresholds are
reached. Tokens are available that can be purchased for On/Off CoD before or after workload
execution (pre- or post-paid).

LPAR capping

IBM Processor Resource/Systems Manager (IBM PR/SM) offers different options to limit the
amount of capacity that is assigned to and used by an LPAR or a group of LPARs. By using
the Hardware Management Console (HMC), a user can define an absolute or a relative
capping value for LPARs that are running on the system.

1.4 z14 ZR1 virtualization

Virtualization is a key strength of Z platforms. It is embedded in the architecture and built into
the hardware, firmware, and operating systems. For decades, Z platforms were designed
based on the concept of partitioning resources (such as CPU, memory, storage, and network
resources) so that each set of features can be used independently with its own operating
environment.

This section describes built-in virtualization capabilities of z14 ZR1 supporting operating
systems, hypervisors, and available virtual appliances.

1.4.1 PR/SM mode

PR/SM is Licensed Internal Code (LIC) that manages and virtualizes all of the installed and
enabled system resources as a single large symmetric multiprocessor (SMP) system. This
virtualization enables full sharing of the installed resources with high security and efficiency.

On z14 ZR1, the PR/SM supports configuring up to 40 LPARs, each of which includes logical
processors, memory, and I/O resources. Resources of these LPARs are assigned from the
installed CPC drawers and features. For more information about PR/SM functions, see 3.7,
“Logical partitioning” on page 97.

LPAR configurations can be dynamically adjusted to optimize the virtual servers’ workloads.
214 ZR1 servers provide improvements to the PR/SM HiperDispatch function. HiperDispatch
provides alignment of logical processors to physical processors that ultimately improves
cache utilization and optimizes operating system work dispatching, which combined results in
increased throughput. For more information, see “HiperDispatch” on page 69.
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1.4.2 Dynamic Partition Manager mode

DPM is an administrative mode (front end panel driven interface to PR/SM) that is supported
by the z14 ZR1. A system can be configured in DPM mode supports the following functions:

» Create, provision, and manage partitions (processor, memory, and adapters)
» Monitor and troubleshoot the environment

For more information, see Appendix E, “IBM Dynamic Partition Manager” on page 451.

1.4.3 LPAR types on z14 ZR1

The following LPAR types with corresponding operating systems and firmware appliances are
supported:

» General:

- z/0S

- IBM zVM®

— IBM z/VSE®

- z/TPF

— Linux on Z (also used for the KVM Hypervisor)
» Coupling Facility: Coupling Facility Control Code (CFCC)
» LINUX only:

— Linux on Z (also used for the KVM Hypervisor)
- z/VM

» z/VM
» Secure Service Container:

— VNA (z/VSE Network Appliance)
— IBM High Security Business Network (HSBN)*

For DPM, the following LPAR modes are available:

» z/VM
» Secure Service Container
» Linux on Z (also used for the KVM Hypervisor)

IBM Z platforms also offer other virtual appliance-based solutions and support other the
following hypervisors and containerization:

» IBM GDPS® Virtual Appliance
» The KVM hypervisor (included with supported LInux on Z distributions)
» Docker Enterprise Edition for Linux on IBM Systems®

4 IBM HSBN is a cloud service plan that is available on IBM Bluemix® for Blockchain.
5 For more information, see the IBM to Deliver Docker Enterprise Edition for Linux on IBM Systems topic of the IBM
News releases website.
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1.4.4 Coupling facility

Parallel sysplex is a synergy between hardware and software. The parallel sysplex is a highly
advanced clustering solution that is designed to enable the aggregate capacity of multiple
z/OS systems to be applied against common workloads. To use this technology, a special LIC
is used, which is called CFCC. To activate the CFCC, a special logical partition must be
defined. Only PUs that are characterized as CPs or Internal Coupling Facilities (ICFs) can be
used for Coupling Facility (CF) partitions. For a production CF workload, it is recommended to
use dedicated processors (ICFs or CPs).

1.4.5 z/VVGM-mode

The z14 ZR1 supports an LPAR mode, called z/VM-mode, that is exclusively for running z/VM
as the first-level operating system. The z/VM-mode requires z/VM V6R4 or later, and allows
z/VM to use a wider variety of specialty processors in a single LPAR, which increases
flexibility and simplifying system management.

For example, in a z/VM-mode LPAR, z/VM can manage Linux on IBM Z guests that are
running on IFL processors while also managing z/VSE and z/OS guests on CPs. It also
allows z/OS to fully use zIIPs.

1.4.6 IBM Secure Service Container

IBM Secure Service Container (SSC) is an enabling technology for building virtual appliances
(exploiters). It provides the base infrastructure to build and host virtual appliances on IBM Z.

SSC can be used to create isolated partitions for protecting data and applications
automatically, which helps keep them safe from insider threats and external cyber criminals.
SSC offers the following benefits:

» Streamlines the IBM Z Application experience so it is comparable to installing an
application on a mobile device.

» Deploys an appliance in minutes, instead of days.
» Protect the workload from being accessed by a sysadmin or external attacker.

For more information, see Appendix A, “IBM Secure Service Container framework” on
page 409.

IBM z/VSE Network Appliance

The z/VSE Network Appliance builds on the z/VSE Linux Fast Path (LFP) function and
provides Internet Protocol network access without req