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Abstract. This paper provides a synthesis of our research towards the devel-
opment of an affect-sensitive Intelligent Tutoring System called AutoTutor. 
The affect-sensitive AutoTutor detects the emotions (boredom, 
flow/engagement, confusion, frustration) of a learner by monitoring conversa-
tional cues, gross body language, and facial features. It is also mindful of the 
learners’ affective and cognitive states in selecting its pedagogical and motiva-
tional dialogue moves. Finally, the AutoTutor embodied pedagogical agent 
synthesizes affective responses through animated facial expressions and modu-
lated speech. The paper provides an overview of our theoretical framework, 
methodology, implementation details, and results.  

1. Introduction 

Attempts to acquire a deep level understanding of conceptual information through 
effortful cognitive activities such as a systematic exploration of the problem space, 
generating self-explanations, making bridging inferences, asking diagnostic ques-
tions, causal reasoning, and critical thinking often lead to episodes of failure and the 
learner experiences a host of affective responses (Mandler, 1984, 1999; Stein & Le-
vine, 1991). Negative emotions are experienced when expectations are not met, fail-
ure is imminent, and important goals are blocked. For example, confusion occurs 
when learners face obstacles to goals, contradictions, incongruities, anomalies, uncer-
tainty, and salient contrasts (Festinger, 1957; Graesser & Olde, 2003; Piaget, 1952). 
Unresolved confusion can lead to irritation, frustration, anger, and sometimes even 
rage. On the other hand, a learner may experience a host of positive emotions when 
misconceptions are confronted, challenges are uncovered, insights unveiled, and 
complex concepts are mastered. Students’ that are actively engaged in the learning 
session may have a flow like experience, when they are so engrossed in the material 
that time and fatigue disappears (Csíkszentmihályi, 1990). They may also experience 
other positive emotions such as delight, excitement, and even one of those rare eureka 
(i.e. “a ha”) moments. Simply put, emotions are systematically affected by the knowl-



edge and goals of the learner, as well as vice versa (Dweck, 2002; Mandler, 1984; 
1999; Stein & Levine, 1991). Cognitive activities such as causal reasoning, delibera-
tion, goal appraisal, and planning processes operate continually throughout the ex-
perience of emotion. It is important to emphasize that the theories of emotion and 
learning proposed by Mandler, Stein, Dweck (and others) assume that cognition and 
emotion are inextricably bound. This scientific literature is quite different from the 
popular folklore that emotions are detached from cognition (e.g., “right brain being 
different from left brain”). 

Given this inextricable link between emotions and learning, it is reasonable to hy-
pothesize that an Intelligent Tutoring System (ITS) that is sensitive to the affective 
and cognitive states of a learner would positively influence learning, particularly if 
deep learning is accompanied by confusion, frustration, anxiety, boredom, delight, 
flow, surprise and other affective experiences (D’Mello, Picard, & Graesser, 2007; 
Graesser  et al., 2007; Lepper & Woolverton, 2002; Picard, 1997). An affect-sensitive 
ITS would incorporate assessments of the students’ cognitive, affective, and motiva-
tional states into its pedagogical strategies to keep students engaged, boost self-
confidence, heighten interest, and presumably maximize learning. For example, if the 
learner is frustrated, the tutor would need to generate hints to advance the learner in 
constructing knowledge, and make supportive empathetic comments to enhance mo-
tivation. If the learner is bored, the tutor would need to present more engaging or 
challenging problems for the learner to work on.  

However, a number of technological challenges need to be overcome before the 
benefits of an affect-sensitive ITS can be fully realized. An affect-sensitive ITS needs 
to be fortified with sensors and signal processing algorithms to robustly detect the 
affective states of a learner within real time constraints. The tutor also needs to select 
pedagogical and motivational moves that maximize learning while positively influ-
encing the learner’s affect.  

We are in the process of implementing this two-phase strategy (affect detection 
and response) into an existing ITS, AutoTutor. AutoTutor is an intelligent tutoring 
system that helps learners construct explanations by interacting with them in natural 
language and helping them use simulation environments (Graesser, Jackson, & 
McDaniel, 2007). AutoTutor helps students learn Newtonian physics, computer liter-
acy, and critical thinking skills by presenting challenging problems (or questions) 
from a curriculum script and engaging in a mixed-initiative dialog while the learner 
constructs an answer. AutoTutor provides feedback to the student on what the student 
types, pumps the student for more information, prompts the student to fill in missing 
words, gives hints, fills in missing information with assertions, identifies and corrects 
misconceptions and erroneous ideas, answers the student’s questions, and summarizes 
topics.  While the current version of AutoTutor adapts to the cognitive states of the 
learner, the affect-sensitive AutoTutor would be responsive to both the cognitive and 
affective states of learners (D’Mello, Picard, & Graesser, 2007).   

This paper provides a synthesis of our research aimed at developing an affect-
sensitive AutoTutor. We first describe our classification algorithms that attempt to 
detect the affective states of the learner followed by a description of how the tutor can 
be responsive to the learners’ emotions. We focus on a model of learners’ emotions 
that include boredom, engagement/flow, confusion, frustration, delight, and surprise. 



These emotions were selected on the basis of four empirical studies that used multiple 
methodologies (i.e. observational, emote-aloud, retrospective judgments by multiple 
judges) to monitor the emotions that learners’ experienced during tutoring sessions 
with AutoTutor (Craig et al., 2004; D’Mello et al., 2006; Graesser et al., 2006; 2007). 

2. Detecting learners’ affective states 

Robust emotion measurement is a critical component for any ITS that aspires to re-
spond to a learners’ emotions. Simply put, an ITS that cannot detect a learner’s emo-
tions cannot adequately respond to a learner’s emotions. Although, the last decade 
has witnessed a burst of innovative and exciting research aimed at developing compu-
tational systems to monitor the emotions of a person (see Pantic & Rothkrantz (2003) 
for a comprehensive review and the proceedings of ACII 2007 edited by Paiva, 
Prada, & Picard (2007) for recent advances), most of the affect detection systems 
focus on recognizing Ekman and Friesen’s (1978) “basic” emotions. However, there 
is some evidence that these “basic” emotions (i.e. anger, fear, sadness, happiness, 
disgust, and surprise), though ubiquitous to everyday experience, are not particularly 
relevant to learning (D’Mello et al., 2006; Kort, Reilly, & Picard, 2001; Lehman et 
al., 2008). Consequently, we developed computational systems to detect the presence 
of boredom, engagement, confusion, and frustration (delight and surprise were ex-
cluded because they are quite rare). 

Our affect detection system monitors conversational cues, gross body language, 
and facial features. They use supervised learning methods for affect classification. 
These classifiers were trained on data obtained in a study that involved synchroniza-
tion and data recording of the sensors while 28 learners interacted with AutoTutor 
(see Figure 1) (Graesser et al., 2006).  Manually annotated affect labels, which are 
required for the supervised learning systems, were obtained by multiple human 
judges including the learner (self judgments), an untrained peer, and two trained 
judges.  

2.1 Sensors used for affect detection 

Conversational cues (dialogue features). A one-on-one tutoring session with 
AutoTutor yields a rich trace of contextual information, characteristics of the learner, 
episodes during the coverage of the topic, and social dynamics between the tutor and 
learner. These conversational cues cover a broad and deep feature set that includes 
assessments of deep meaning, world knowledge, and pragmatic aspects of 
communication.  Therefore, several conversational features and discourse markers 
(collectively called dialogue features) were extracted from AutoTutor’s log files and 
were utilized to infer the learner’s affect. The dialogue features were computed for 
each student-tutor turn (i.e. student submits response, tutor provides feedback, tutor 
presents next question). They included temporal features (e.g. time on problem, 
response time),  assessments of response verbosity (e.g. number of characters, speech 
act), assessments of the conceptual quality of the student’s response obtained by 



Latent Semantic Analysis (LSA) (Landauer & Dumais, 1997), conversational 
directness (i.e. how much information the tutor is explicitly providing to the student), 
and tutor feedback (negative, neutral, positive). 

 

 
Fig. 1.  Sensors used for affect detection as learner interacts with AutoTutor 

Gross body language (posture features). The Body Posture Measurement System 
(BPMS), developed by Tekscan™, was used to monitor the gross body language of a 
student during a session with AutoTutor (see left panel of Figure 1). The BPMS 
consists of a thin-film pressure pad (or mat) that can be mounted on a variety of 
surfaces. The output of the BPMS system consisted of two 38x41 matrices (for the 
back and seat) with each cell in the matrix corresponding to the amount of pressure 
exerted on the corresponding element in the sensor grid. 

We relied on an attentive-arousal framework (Bull, 1987) to interpret relationships 
between the posture features and the affective states of the learner. One can think of 
heightened pressure in the seat as resonating with a tendency to position one’s body 
towards the source of stimulation (i.e., high attentiveness since the learner is position-
ing his or her body towards the AutoTutor interface, or a short distance between the 
nose and the screen). On the other hand, an increase in pressure on the back of the 
chair suggests that the learner is leaning back and detaching one’s self from the 
stimulus (low attentiveness). Arousal was operationally defined by the rate of change 
of pressure exerted on the back and the seat of the pressure sensitive chair and is 
similar to the degree of activation.  

Facial feature tracking. We used the IBM BlueEyes system developed by Picard 
and colleagues (Kapoor  & Picard, 2005) to monitor facial expressions for affect 
recognition (see top panel of Figure 1). Recognition of emotions is a four stage 



process.  First, the system locates and tracks the pupils of the eye (step 1).  The 
system achieves real-time, highly accurate tracking (less than one pixel RMS error 
per control point), with no calibration required.  Second, the system fits templates to 
the upper facial features (eyes and brows), in real time (step 2). Third, the system 
labels facial action units (muscle movements in the face, Ekman & Friesen, 1978) 
with an accuracy of 68% on six upper facial action units (step 3); it should be noted 
that a person has to score 75% to qualify as a human expert. The fourth stage 
involves linking patterns of action unit activations to the different emotions (step 4). 
This is achieved by identifying the action units that accompany each emotion. For 
example, confusion is expressed by a lowered brow and the tightening of the eye lids 
(Craig et al., in press; McDaniel et al., 2007). Steps 1,2, and 3 are currently fully 
automated and we are in the process of implementing Step4. This would yield a fully 
automated facial feature based affect recognition system. 

2.2. Classification accuracy 

We are currently exploring some of the technical challenges associated with the auto-
mated detection of the facial expressions. However, experimental simulations indicate 
that conversational cues and gross body language are viable channels for affect detec-
tion. The Waikato Environment for Knowledge Analysis (WEKA)(Witten & Frank, 
2005) was used to evaluate the performance of various standard classification tech-
niques in an attempt to detect learners’ affect.. The classification algorithms were 
compared in their ability to detect boredom, confusion, flow, and frustration from 
neutral. Classification reliability was evaluated on 17 standard classification algo-
rithms using k-fold cross-validation (k = 10). Conversational cues alone yielded accu-
racies of 69%, 68%, 71%, and 78%, in individually detecting boredom, confusion, 
flow, and frustration from neutral (chance=50%) (D’Mello et al., 2008). Classifica-
tion accuracies obtained from gross body language were 70%, 65%, 74%, and 72% in 
detecting boredom, confusion, flow, and frustration versus the neutral baseline 
(baserate = 50%) (D’Mello, Picard, & Graesser, 2007). Taken together, classification 
accuracies are 73% when each affective state is aligned with the optimal sensory 
channel. 

2.3. Combining channels for multimodal affect detection 

We are currently exploring a number of strategies to combine the information from 
the different sensory channels into one emotion classifier that can be used in AutoTu-
tor. One option is to use a sensory-level fusion technique, which involves grouping 
features from the various sensors before attempting to classify emotions.  Alterna-
tively, in decision level fusion, the affective states would first be classified from each 
sensor and then integrated to obtain a global view across the various sensors. We are 
currently exploring both of these alternatives. We will test the hypothesis that classi-
fication performance from multiple channels will exhibit super-additivity, i.e., per-
formance superior to an additive combination of individual channels. An alternative 



hypothesis is that there will be redundancy across the channels, i.e., adding additional 
channels yields negligible incremental gains.  

Once we have isolated the individual channel or combination of channels that 
maximizes the discriminability of each of the four affective states from neutral, we 
would require a super classifier to integrate the outputs of the individual affect-
neutral classifiers.  We envision a collection of affect-neutral classifiers that would 
first determine whether the incoming dialogue pattern resonated with any one or more 
of the emotions (versus a neutral state). If there is resonance with only one emotion, 
then that emotion would be declared as being experienced by the learner.  If there is 
resonance with two or more emotions, then a conflict resolution module would be 
launched to decide between the alternatives.  Perhaps this would be a second level 
affect classifier. We have indeed been encouraged by our preliminary experiments 
that calibrate the accuracy of such a multi-layered emotion classifier. 

3. Responding to learners’ affective and cognitive states 

Classification of learner emotions is an essential step in building a tutoring system 
that is sensitive to the learner’s emotions.  The other essential component is to build 
mechanisms that empower AutoTutor to intelligently respond to these emotions, as 
well as to their states of cognition, motivation, social sensitivity, and so on. In es-
sence, how can an affect-sensitive AutoTutor respond to the learner in a fashion that 
optimizes learning and engagement?  Therefore, the next phase of our research fo-
cused on fortifying AutoTutor with the necessary pedagogical and motivational 
strategies to address the cognitive and the affective states of the learner.  

Our previous research has revealed that boredom, flow/engagement, confusion, 
and frustration were the most prominent states that learners’ experienced while inter-
acting with AutoTutor (Craig et al., 2004; D’Mello et al., 2006; Graesser et al., 2006; 
2007). Boredom, confusion, and frustration are negative emotions, and are states that, 
if addressed appropriately, can have a positive impact on engagement and learning 
outcomes. Flow, on the other hand, is a highly desirable positive affective state that is 
beneficial to learning. Although, most tutoring environments would want to promote 
and prolong the state of flow, any intervention on the part of the tutor runs the risk of 
adversely interfering with the flow experience. Therefore, the current version of the 
affect-sensitive AutoTutor does not respond to episodes of flow. Instead, we focus on 
addressing the affective states of boredom, frustration, and confusion. 

At this point in science, there are no empirically proven strategies to address the 
presence of boredom, frustration, and confusion. Therefore, possible tutor reactions to 
student emotions were derived from two sources: theoretical foundations of peda-
gogy/affect and recommendations made by pedagogical experts. 

3.1. Theoretical perspective and recommendations by pedagogical experts 

An examination of the literature provided some guidance on how best to respond to 
the states of boredom, confusion, and frustration. We focused on two major theoreti-



cal perspectives that address the presence of these negative emotions. These included 
attribution theory (Batson, Turk, Shaw, & Klein, 1995; Heider, 1958; Weiner, 1986) 
and cognitive disequilibrium during learning (Piaget, 1952; Craig et al. 2004; 
Festinger, 1957).  

Attribution theory to address boredom and frustration. Attribution theory is 
based on the explanations people make to explain their success or failure. According 
to this theory, the cause of the success or failure can be based on three dichotomous 
factors: internal or external; stable or unstable; controllable or uncontrollable. A 
basic principle of attribution theory is that a person's attributions for success or failure 
determine the amount of effort the person will expend on that activity in the future 
and that people tend to make attributions that allow them to maintain positive views 
of themselves. So, success will be attributed to stable, internal, and controllable 
factors and major failures will be attributed to external, uncontrollable factors. 
However, it is important to get learners to change this failure attribution so that their 
failures are attributed to internal, unstable factors over which they have control (e.g., 
effort) (Heider, 1958; Weiner, 1986). In order to change this attribution, learners 
must be encouraged to focus on learning goals. People who emphasize learning goals 
are likely to seek challenges, if they believe the challenges will lead to greater 
competence; and they tend to respond to failure by increasing their effort (Dweck, 
2002). 

Empathy has been indicated as an important emotional response for attributions. In 
this case empathy serves two functions. First, displaying empathy portrays an aware-
ness of blocked goals and a willingness to help. When displays of empathy are ob-
served, the learner is more likely to anticipate the goals of the other displaying empa-
thy (Batson, et al., 1995). So an example from a tutoring context would be the tutor 
displaying empathy for the student will cause the student to understand the tutor is 
attempting to help and will make the student more likely adopt the learning goals put 
forth by the tutor. Therefore, both boredom and frustration can be handled in similar 
ways using empathetic responses by the tutor. 

Cognitive disequilibrium theory to address confusion. Cognitive disequilibrium is 
believed to play an important role for in comprehension and learning processes 
(Graesser & Olde, 2003; Piaget, 1952). Deep comprehension occurs when learners 
confront contradictions, anomalous events, obstacles to goals, salient contrasts, 
perturbations, surprises, equivalent alternatives and other stimuli or experiences that 
fail to match expectations (Mandler, 1984, 1999; Schank, 1986). Cognitive 
disequilibrium has a high likelihood of activating conscious, effortful cognitive 
deliberation, questions and inquiry that aim to restore cognitive equilibrium.  

When a learner enters a state of confusion due to the content they are learning this 
is equivalent to entering cognitive disequilibrium. The tutor’s first step should be to 
encourage the tutee to continue working so they can reach a state of equilibrium again 
and by doing so reach the full benefit of the state of disequilibrium. However, if the 
learner persists in a state of cognitive disequilibrium for too long the tutor should 
display empathy with the learner’s attempts thereby acknowledging their attempts to 
reach their goals and direct them out of the state of confusion before they give up. 



3.2. Recommendations by pedagogical experts  

In addition to theoretical considerations, the assistance of experts was enlisted to help 
create the set of tutor responses. Two experts in pedagogy, with approximately a 
decade of related experience each, were provided with excerpts from real AutoTutor 
dialogues (including both the tutor and student dialogue content, screen capture of the 
learning environment, and video of the student’s face as illustrated in Figure 1).  
There were approximately 200 excerpts averaging around 20 seconds in length, each 
of which included an affective response by the student.  The experts were instructed 
to view each of the excerpts and provide an appropriate follow-up response by the 
tutor.  These example responses were placed into similar groups that loosely resem-
bled production rules.  For example, if a student is frustrated then the tutor should 
provide encouragement to continue and establish a small sub-goal. The tutor might 
also provide motivational and empathetic statements to alleviate frustration because 
this approach has been shown to be quite effective in reducing frustration (Klein, 
Moon, & Picard, 2002). 

3.3. Production rules to respond to learners’ affective and cognitive states 

We derived a set of production rules that addressed the presence of boredom, confu-
sion, and frustration by amalgamating perspectives from attribution theory and cogni-
tive disequilibrium theory with the recommendations made by the experts. Although, 
the rules created by the pedagogical experts allowed for any possible action on the 
part of the tutor, AutoTutor can only implement a portion of those actions. For exam-
ple, one possibility to alleviate boredom would be to launch an engaging simulation 
or a seductive serious game. However, the current version of the tutor does not sup-
port simulations or gaming, so such a strategy is not immediately realizable. Conse-
quently, we selected production rules that could be implemented by AutoTutor’s 
primitive actions which include feedback delivery (positive, negative, neutral), a host 
of dialogue moves (hints, pumps, prompts, assertions, and summaries), and facial 
expressions and speech modulation by AutoTutor’s embodied pedagogical agent 
(EPA). 

The production rules were designed to map dynamic assessments of the students’ 
cognitive and affective states with tutor actions to address the presence of the nega-
tive emotions (See Figure 2). There were five parameters in the student model and 5 
parameters in the tutor model. The parameters in the student model included, (a) the 
current emotion detected, (b) the confidence level of that emotion classification, (c) 
the previous emotion detected, (d) a global measure of student ability (dynamically 
updated throughout the session), (e) the conceptual quality of the student’s immediate 
response.  AutoTutor incorporates this 5 dimensional assessment of the student and 
responds with: (a) feedback for the current answer, (b) an empathetic and motiva-
tional statement, (c) the next dialogue move, (d) an emotional display on the face of 
the AutoTutor embodied pedagogical agent, and (e) emotionally modulating the voice 
produced by AutoTutor’s text to speech engine. As indicated above, the mappings 
between the student model and the tutors’ actions were informed by theories on emo-
tion and learning as well as recommendations made by the pedagogical experts.  



As a complete example, consider a student has been performing well overall (high 
global ability), but the most recent contribution wasn’t very good (low current contri-
bution quality).  If the current emotion was classified as boredom, with a high prob-
ability, and the previous emotion was frustration then AutoTutor might say the fol-
lowing, “Maybe this topic is getting old. I'll help you finish so we can try something 
new”. This is a randomly chosen phrase from a list that was designed to indirectly 
address the student’s boredom and to try and shift the topic a bit before the student 
becomes disengaged from the learning experience.  This rule fires on several different 
occasions, and, each time it is activated, AutoTutor will select a dialogue move from 
a list of associated moves. In this fashion, the rules are context sensitive and are dy-
namically adaptive to each individual learner.  

The empathetic and motivational statement represents AutoTutor’s attempt to ad-
dress the presence of negative emotional states. The AutoTutor agent also expresses 
different emotional states which convey an emotion to the user. These states include 
surprise, delight, disappointment, compassion, and skepticism. For example, surprise 
is displayed when the tutor detects a degree of novelty such as a low domain knowl-
edge student providing an exceptionally good answer. Expressions of delight parallel 
positive feedback statements while disappointment accompanies expressions of nega-
tive feedback. The tutor displays compassion when a learner has been making a seri-
ous attempt but is simply not grasping the material.  

 
Student Model   Tutor Action 
Current Emotion  
    boredom, confusion, frustration 

  
Feedback  
    positive, neutral, negative 

Classification Confidence 
    high or low 

  Empathetic and motivational statement 

Previous Emotion  
    boredom, confusion, frustration 

  
Next Dialogue Move 
    hint, pump, prompt, splice, assertion 

Global Student Ability 
    high or low 

  
Facial Expression  
    surprise, delight, compassion, skeptical 

Quality of Current Answer 
    high or low 

 

→

 
Speech intonation  
    pitch, intensity, speech rate, etc 

Fig. 2.  Production rules to respond to learners’ affective and cognitive States 

Examples of preliminary affective displays are illustrated in Figure 3. These dis-
plays were created with the Haptek People Putty Software Development Kit. The 
facial expressions in each display were informed by Ekman’s work on the facial cor-
relates of emotion expression. Surprise is characterized by having both eyebrows 
raised, eyes wide open, and mouth agape (action units 1+2, 5, 26; Ekman & Friesen, 
1978). This is followed almost immediately by delight, consisting of a cheek raise 
and a wide smile (action units 6 + 12; Ekman & Friesen, 1978). Displeasure, a less 
intense version of disgust, is characterized by a pursing of the lips and a shaking of 
the head (action units 24, 57; Ekman & Friesen, 1978). Compassion is a sense of 
understanding displayed to the user. This is manifested by an inner eye-brow raise, 
eyes open, and lips slightly pulled down at the edges (action units 1, 5, 15; Chovil, 



1991). Finally, skepticism is a combination of confusion and curiosity, characterized 
by a furrowing of the brow, an eye squint, and one outer eyebrow is raised (action 
units 2, 4, 7).  

 

Fig. 3.  Affect synthesis by embodied pedagogical agents 

The facial expressions of emotion displayed by AutoTutor will be augmented with 
emotionally expressive speech synthesized by the agent.  A monotonous, metered 
voice would be replaced with one that is emotionally expressive by variations in 
pitch, speech rate and other prosodic features.   Previous research (Abelin & 
Allwood, 2003; Griffiths, 2006; Paeschke & Sendlmeier, 2000; Schmidt, 2005) has 
led us to conceptualize AutoTutor’s affective speech on the following indices of pitch 
range, pitch level, and speech rate. The agent’s speech was modulated using the 
Speech Synthesis Markup Language (SSML) in accordance to the parameters speci-
fied in Table 1. 

Table 1.  Acoustic-prosodic correlates of tutors emotional expressions 

Affective State Pitch Range Pitch Level Speech Rate 
Surprise/Delight Wide Very High Fast 
Empathy Narrow Low Slow 
Skeptical Narrow High Slow 
Disappointment Narrow Low Slow 



4. Conclusions 

We have described a new version of AutoTutor that aspires to be responsive to learn-
ers’ affective and cognitive states.  The affect-sensitive AutoTutor aspires to keep 
students engaged, boost self-confidence, and presumably maximize learning by nar-
rowing the communicative gap between the highly emotional human and the emo-
tionally challenged computer.  In order to test whether an affect-sensitive cognitive 
tutor is effective, we will compare two different versions of AutoTutor: one that is 
sensitive to learner emotions and one that is not.  The original AutoTutor has a con-
ventional set of fuzzy production rules that are sensitive to cognitive states of the 
learner, but not to the emotional states of the learner.  Our improved AutoTutor is 
sensitive to these affective states. The obvious prediction is that learning gains and 
the learner’s impressions should be superior for the affect-sensitive AutoTutor.   

The affect-sensitive AutoTutor represents one out of a handful of related efforts 
made by a number of researchers who have a similar vision (e.g. Conati, 2002; Kort, 
Reilly, & Picard, 2001; Litman & Forbes-Riley, 2004; McQuiggan & Lester 2007; 
Woolf, Burelson, & Arroyo, 2007). Our unified vision is to advance education, intel-
ligent learning environments, and human-computer interfaces by optimally coordinat-
ing cognition and emotions. Whether the affect-sensitive AutoTutor positively influ-
ences learning and engagement awaits further development and empirical testing. 
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