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Energy Intensity of Computer
Manufacturing: Hybrid Assessment
Combining Process and Economic
Input-Output Methods
E R I C W I L L I A M S *

United Nations University, 53-70 Jingumae 5-chome,
Shibuya-ku Tokyo, Japan

The total energy and fossil fuels used in producing a
desktop computer with 17-in. CRT monitor are estimated
at 6400 megajoules (MJ) and 260 kg, respectively. This
indicates that computer manufacturing is energy intensive:
the ratio of fossil fuel use to product weight is 11, an
order of magnitude larger than the factor of 1-2 for many
other manufactured goods. This high energy intensity of
manufacturing, combined with rapid turnover in computers,
results in an annual life cycle energy burden that is
surprisingly high: about 2600 MJ per year, 1.3 times that
of a refrigerator. In contrast with many home appliances, life
cycle energy use of a computer is dominated by production
(81%) as opposed to operation (19%). Extension of
usable lifespan (e.g. by reselling or upgrading) is thus a
promising approach to mitigating energy impacts as well as
other environmental burdens associated with manufacturing
and disposal.

1. Introduction
Information Technology (IT) continues to change how we
do business, research, and even socialize. Pundits speak of
IT as a revolution as important as the adoption of electricity
or the combustion engine. Given the extent to which
computers have affected our daily lives, it is difficult to
disagree. Technological revolutions also affect the environ-
mental challenges faced by societies and how to respond to
them. As Information Technology is concerned with moving
and processing bits instead of mass, its direct environmental
consequences should not be as severe as, say, adoption of
the combustion engine. Nonetheless, the environmental
impacts associated with the physical IT infrastructure (i.e.
computers, peripherals, and communications networks) are
significant. Many in rich countries use two or more computers
(e.g. one for home, one for work). Rapid technological change
implies that users buy new computers far more often than
many other durable goods. Indeed, the problem of what to
do with waste computers is of sufficient concern that regions
and nations around the world are enacting legislation to
mandate take-back and recycling systems, such as the
European Union Directives on Waste Electrical and Electronic
Equipment (WEEE) and Restriction on Hazardous Substances
(RoHS) (1).

Environmental assessment is key in formulating ap-
propriate societal response to the environmental impacts of
IT. A recent study of semiconductors estimated that manu-
facture of a 2-g memory chip requires at least 630 times its

weight in fossil fuels and chemicals, orders of magnitude
higher than the factor of 1-2 for an automobile or refrigerator
(2). The authors argue that the origin of this high materials
intensity is due to the additional processing needed to attain
the highly organized, low entropy structure of microchips.
A weakness of the previous comparison, however, is that a
chip is only a component. It must be integrated into a device
to deliver a useful information service. It is thus desirable to
upgrade the analysis to address a final end product. The
desktop computer remains the workhorse of information
technology and thus is chosen as the focus of the current
study. There are a number of environmental issues of
potential concern associated with computers, including
energy use, chemical exposure to workers in high-tech
factories, and health impacts on those involved in backyard
computer recycling in the developing world. While broad
assessment of a variety of impacts is needed to understand
the full effect of computers on the environment, practical
considerations constrain the current study to analysis of only
energy use. In conclusion, the target is estimation of the
energy consumed in the network of production processes
yielding a desktop computer with 17-in. CRT monitor.

There are several existing analyses of materials and energy
use in producing computers. In 1993, a consortium facilitated
by a consulting firm and including many U.S. high-tech
manufacturers, published a study reporting that production
of a workstation requires 8300 megajoules (MJ) of electricity,
63 kg of chemical waste, and 27 700 kg of water (3). The
European Union commissioned a 1998 study whose results
include 3630 MJ of energy use and 2.6 million kg of water
consumption for manufacturing a desktop computer with
monitor (4). The latter figure for water use is an obvious
overestimate as it implies world computer production in 2000
of 120 million computers requires 40% of worldwide industrial
water consumption. A few other studies exist (some by
computer manufacturers), but these contain even less
reporting of data and assumptions than the two mentioned.

There are four main weaknesses in the existing literature.
One is that studies are mainly based on proprietary or
confidential data. These are not reported, and it is thus
impossible to deconstruct results. Second, there is little or
no critical discussion of underlying data and assumptions,
nor comparison of results with existing work. Proper reporting
of data and assumptions as well as comparison with existing
work are two key elements of any analysis attempting to
model itself on the scientific method. Third, many steps in
the network of manufacturing processes have been left out,
in particular those producing specialized materials supplying
the electronics industry, such as silicon wafers and high-
grade chemicals. The fourth issue is lack of consideration of
how data might vary from facility to facility and nation to
nation. These issues stand out as weaknesses not only for
analyses of computers but also for many existing environ-
mental assessments of a wide range of products and services.
This study addresses these gaps in the literature with an
analysis that reports all data and assumptions, via a method
that combines process and economic techniques so as to
cover the manufacturing network as fully as possible.
Geographical variations in data are partially accounted for,
and when not, uncertainties induced by using national data
estimated.

2. Methodology
Assessment of the net environmental impacts associated with
delivering a product or service started in the 1970s with net
energy analysis, which has since expanded to become a

* Corresponding author phone: 81-3-5467-1352; fax: 81-3-3406-
7346; e-mail: Williams@hq.unu.edu.

Environ. Sci. Technol. 2004, 38, 6166-6174

6166 9 ENVIRONMENTAL SCIENCE & TECHNOLOGY / VOL. 38, NO. 22, 2004 10.1021/es035152j CCC: $27.50  2004 American Chemical Society
Published on Web 10/16/2004



broader field known as life cycle assessment (LCA). The “life
cycle” in LCA refers to the attempt to characterize environ-
mental impacts from cradle to grave, starting from extraction
of resources, following production of raw materials and parts,
assembly, sales, to use and disposal of a product. There are
two basic approaches to estimating life cycle requirements
of materials and energy: process-sum and economic input-
output (IO). The process-sum approach is based on using
facility-level data describing industrial processes in terms of
the material inputs of consumables, outputs of products,
and emissions (5). Process-sum also implies a method:
building the network of industrial activities piece and piece,
stopping when either data limitations or other considerations
make further expansion infeasible. This is termed setting the
system boundary.

The other approach, economic input-output (IO), is
based on IO tables that describe financial transactions
between sectors in a national economy (6, 7). The most
detailed tables divide an economy into 400-500 aggregated
sectors. One consequence of the completeness and math-
ematical simplicity of IO tables is that incorporating higher
order flows (e.g. use for steel to produce the iron ore needed
to make steel) can be easily accomplished using techniques
developed by Leontief. The basic formula used to calculate
the net energy used to produce a unit of economic output
for economic sectors is

where ESC is the vector of supply chain energy intensities
(MJ/$), ED represents direct energy intensity, and A is the
requirements matrix (Amn ) transaction from sector m to
n/total economic output of sector n). The energy require-
ments to manufacture a given product is determined by
multiplying the supply chain intensity of the relevant sector
by the producer price of the product.

Both methods have advantages and disadvantages. Pro-
cess-sum analysis can more accurately describe the particular
technologies by which a product is made. Input-output
tables aggregate many implementations and types of pro-
cesses into one sector. For instance, production of copper,
aluminum, zinc, lead, cadmium, tin, nickel, and other metals
is usually combined into a single “nonferrous metals” sectors.
Energy use to produce these different metals, however, does
not correlate well with price. On the other hand, process-
sum analyses often leaves out important contributions,
especially due to production of capital goods and input of
services, which are not easily accounted for in the mass-
centric perspective of process-sum analysis.

Researchers have been exploring ways to leverage process
and economic input-output methods such as to reduce the
boundary cutoff error in the former and aggregation error of
the latter. This is termed hybrid analysis, the basic premise
of which was articulated by Bullard, Penner, and Pulati in
1978 (8). Their analysis focused on trying to identify what
components of an IO analysis might have largest uncertainty
for replacement with process data. Engelenburg and col-
laborators developed a method in which process data are
supplemented by IO analysis estimating contributions from
capital goods, services, and other missing processes, which
was applied to the case of a refrigerator (9). Heijungs
integrated process and IO frameworks into a unified math-
ematical form, which express the entire system via a mixed
unit matrix containing environmental, mass, and economic
data (10). Joshi, working within the IO method, used process
data to further disaggregate certain economic sectors where
aggregation error is expected to be significant (11).

Proposed Method for Separative Hybrid Analysis. The
target of the current work is modification of the subset of
“separative” hybrid methods. The starting point is the

requirement that process-sum and IO correction can be
expressed as the addition of two (separated) factors

While more complex formulations in which process data
are incorporated into generalized IO matrices (10, 11) are
also possible, there are cogent practical considerations
favoring a separative form. While the data elements needed
to perform an environmental IO analysis are publicly available
(specifically the IO tables and direct sectoral energy con-
sumption), building one up from scratch is extremely labor
intensive. One advantage of a separative method is that the
results of existing energy IO analyses (e.g. from the Green
Design Institute at Carnegie Mellon University (12)) can be
used with minor modifications. Also, simplicity eases evalu-
ation of data and results and also makes the method more
accessible to those not expert in the specialized field of IO
analysis.

The key question is how to define the IO correction factor.
One specific proposal is described below, in which the total
IO correction factor is considered to be a sum of additive
and “remaining value” terms:

EA is the additive factor, which accounts for those
industries for which specific economic (but not process) data
on requirements per product is available. Let j be an index
denoting sectors for which such economic data can be
obtained. The additive correction factor is

where Expj are expenditures in monetary terms on sector/
activity j per unit product and ESC

j is the supply chain energy
intensity (eq 1). Care must be taken not to double count
activities such as materials production already covered in
the process-sum analysis; these are subtracted from ESC

j by
hand.

The “remaining value” factor, ERV, estimates the contri-
bution from those processes not included in either process-
sum or additive IO terms, by accounting for how much of
the total economic value of the product has been covered.
Let k denote a set of processes treated in the process-sum
analysis. The economic value covered by the process-sum
analysis is defined as

where “valuc-added” is a modified version of value-added
as defined in the U.S. Annual Survey of Manufactures (13))

The root of this definition is the observation that data for
a given process usually cover direct energy use but not energy
consumed in production of inputs materials, services, and
capital goods. The term “valuc-added” is a mnemonic
indicating that it differs from value-added by addition of e
for energy and subtraction of c for capital. Valuc-added share
is the ratio of valuc-added over total sector shipments.

The value covered in the additive IO analysis (EA) is

ESC ) ED(1 - A)-1 (1)

total energy ) process-sum result +
IO correction factor (2)

IO correction factor ) EA + ERV (3)

EA ) Σ Expj ESC
j (4)

VP ) Σ Expk valuc-added sharek (5)

valuc-added ) shipments - materials (nonenergy) -
services - capital ) value-added + energy - capital

(6)

VA ) Σ Expj (7)
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Thus, the total remaining value not yet covered is

Given this, the manufacturing energy associated with the
remaining value is estimated by

The sum is over a set of IO sectors (denoted by the index
l) that excludes those already covered in the process and
additive IO analyses, and value share is the relative fraction
of supply chain purchases for each respective sector.

To sum up, the flow of the method is as follows: 1. Perform
process-sum analysis via conventional means: EP. 2. For those
processes for which product specific economic data are
available, calculate additive IO corrections, EA, via [4]. 3.
Estimate value covered in process-sum analysis, VP, via valuc-
added [5, 6]. 4. Estimate value covered in additive IO analysis,
VA, via [7]. 5. Calculate remaining value, RV, via [8]. 6. Estimate
associated energy, ERV, via [9]. 7. Sum total energy ) EP + EA

+ ERV.
While the above method is similar to existing work in its

overall flow, the proposal to account for economic value via
valuc-added is apparently new. The closest method is that
of Engelenburg and collaborators (9). They allocate according
to the full market price for raw materials full market price,
and for manufacturing processes, only the price paid by firms
for energy is subtracted. I argue that valuc-added (or even
value-added) is a much more appropriate definition. Al-
locating the full price of materials assumes that those sectors
imputing into materials production have been accounted
for, which is generally not the case. Allocating energy costs
for manufacturing sectors assigns near zero value to most of
them, shunting most product value to the residual sectors.
Yet it is clear in any economic accounting that manufacturing
sectors have a nontrivial share of the value of a manufactured
good. Using valuc-added addresses both of these points as
well as treats all sectors covered in the process analysis
symmetrically.

3. Case Study of a Desktop Computer
The case study applies the above methodology to assess the
energy used in the chain of manufacturing processes yielding
an “average” desktop computer with a 17 in. CRT monitor,
produced in the year 2000. As the hybrid method combines
process-sum and IO methods, the definition of the functional
unit includes both physical and economic characteristics.
These are to be detailed in later sections, but as a preview
note that the average global producer price of a desktop
system in 2000 was $1700 (14). A typical machine sold at that
price in July 2000 was equipped with Pentium III 733 MHz
processor, 128MB DRAM, and 30GB hard drive.

The manufacturing network for almost any product
encompasses firms in two or more nations. The production
of computers, a highly globalized industry, is hardly an
exception. This raises the question of whether data gathered
in one region will apply to another. An equally valid concern
is whether two different facilities will have similar environ-
mental characteristics. Limitations on available data preclude
tracking back the geographical and facility characteristics of
each step and only using figures applying to that region or
factory. As in previous environmental assessments, assump-
tions are made in which data for one region/facility are
considered to be more general than is actually the case. For
the process-sum analysis, every effort is made to gather
international data so as to arrive at a reasonable global average
for the industry. For the IO analysis, global producer prices
are used, and it is assumed that the U.S. IO table is in fact
a global one. This assumption no doubt leads to significant
error, but in the absence of a generally available international
IO table, necessary. In Section 8, the error induced by this
assumption is estimated. Specifically, the Carnegie Mellon
University calculations using the 1997 U.S. Benchmark table
(12) are used throughout the IO analysis.

Process-sum life cycle assessment is based on the so-
called system boundary, which delineates what processes
are included in the analysis and which are not. For a hybrid
analysis, the generalized system boundary describes how
process and IO portions interrelate. This is graphically
depicted in Figure 1. Energy use in production and distribu-

FIGURE 1. Generalized system boundary (some arrows indicating intersector flows have been abbreviated).

RV ) remaining value ) producer price - VP - VA (8)

ERV ) RV Σ(value sharel)ESC
l (9)
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tion of energy itself as well as retail distribution/sales of
computers are intentionally excluded from the analysis.

4. Process-Sum: EP

The industrial activities covered in the process-sum analysis
are as follows: 1. fabrication of semiconductor devices, 2.
manufacture of printed circuit boards, 3. manufacture of
cathode ray tube (CRT) monitors, 4. production of silicon
wafers from raw materials (quartz, charcoal/coal), 5. pro-
duction of bulk materials in computers and monitors (steel,
plastic, aluminum, glass, etc.), 6. assembly of the computer
from component parts.

These six are covered via process-sum analysis because
they are the only ones for which data sources for both process
energy use and content in the target product (e.g. kg of steel
in a computer) were identified. The case of semiconductor
fabrication is described below, and detailed treatment for
other processes appears in the Supporting Information.

Inputs to semiconductor device manufacturing include
silicon wafers, energy, a variety of chemicals (many toxic),
prodigious quantities of water, and elemental gases. The main
output is the finished microchip. Fabrication is known to be
energy intensive and thus is expected to make a significant
contribution to the overall energy consumed to make a
computer. Data sources found describing energy consump-
tion in semiconductor processing are the U.S. Census, the
U.S. Manufacturing Energy Consumption Survey (MECS),
the Japanese national survey of industrial energy use, and
publicly reported data from a Taiwanese firm producing
specialty integrated circuits (13, 15-17). For comparison and
analysis, all data must be translated into a common
normalization. Energy use per area of input silicon wafer is
chosen for this purpose. The first three sources reflect national
consumption, and Table 1 details how energy use per wafer
area is obtained from raw data. The comparatively low use

of the Japanese industry does not necessarily imply higher
energy efficiency, as a larger share of Japanese production
is for wafer intensive discrete devices such as diodes. The
global average value of energy use per square centimeter is
estimated by adding use of U.S. (MECS) and Japanese
industries and dividing by their combined wafer use, 16.7
billion cm2 (18). The result is 2.7 MJ/cm2 of directly consumed
fossil fuels and 1.54 kWh/cm2 of electricity. Data sources,
energy use, and estimated global averages for all six groups
of processes are summarized in Table 2.

Estimating energy use per desktop system requires
information on both energy use per unit process and process
“content” per product. For semiconductors, this must be
done in an aggregate way, as data on manufacturing different
devices (i.e. CPUs, DRAM, EPROM) and device content per
product are inadequate. Total energy use required to
manufacture the chips in one computer is estimated by first
estimating energy consumption of the global semiconductor
industry and then allocating a portion used in production of
a desktop computer according to the value of semiconductor
shipments used in computers. 49% of global semiconductor
production in 2000 went to computer end-use markets (28).
60% of the value of total computer production was for desktop
computers, and the number of desktops produced was 94.6
million (14). These data are combined via the formula

The total energy to fabricate chips in one desktop is thus
estimated at 170 kWh of electricity and 289 MJ of direct fossil

TABLE 1. Calculation of Energy Use Per Silicon Area from National Level Data

data source year(s)

national
gas use

(billion MJ)

national
electricity use
(billion kWh)

national
wafer use

(billion cm2)

normalized direct
fossil use
(MJ/cm2)

normalized
electricity use

(kWh/cm2)

U.S. census 1995-2000 185 63.07 42.78 4.3 1.5
U.S. MECS 1998 21 13.34 6.32 3.3 2.1
Japan structural survey 1999 24 12.28 10.35 2.3 1.2

TABLE 2. Energy Use in Production Processes According to Different Data Sources and “Average” Valuesa

process data type year(s) norm

direct
fossil use
(MJ/norm)

electricity
use

(kWh/norm)

global
average
direct

fossil use
(MJ/norm)

global
average

electricity
use

(kWh/norm) source(s)

semiconductor U.S. Census 1995-2000 cm2 silicon 4.3 1.5 2.7 1.54 (13)
U.S. MECS 1998 3.3 2.1 (15)
Japan natl. 1999 2.3 1.2 (16)
Facility (UMC) 1998-2001 n/a 1.4 (17)

circuit board U.S. natl. 2000 m2 board 93 28 116 34 (13)
Japan natl. 2001 141 40 (19)
Facility (anon.) 2001 190 27 (20)

CRT manufacture/ Japan natl. 1995 unit 113 21 210 13 (21)
assembly facility (anon.) 1997-2000 210 13 (20)

computer assembly U.S. natl. 2000 unit 64 28 35 51 (13)
firm (HP) 2000 35 51 (22)

bulk materials -
control unit

process LCA databases mixed kg 85 (av) n/a 85 n/a (23-25)

bulk materials -
CRT

process LCA databases mixed kg 51 (av) n/a 51 n/a (23-27)

silicon wafers engineering literature mixed kg n/a 2100 n/a 2100 (2)
a Notes: norm ) normalization unit, n/a ) not available, for definition of “average” process, see text and Supporting Information.

electricity use/computer [kWh/unit] )
(elec. per wafer area × world wafer production ×

desktop share)/computers produced )
(1.54 kWh/cm2 × 35.4 billion cm2 ×

29.4%)/94.6 million units ) 170 kWh per computer
(10)
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fuels, and results for other processes (as well as from later
sections of the article) are shown in Table 3.

5. Additive IO Correction Factor: EA

The three processes treated as additive IO factors are as
follows: specialized chemicals/materials for electronics
manufacturing, semiconductor fabrication equipment, and
manufacture of passive devices (e.g. resistors, capacitors).
The large quantity of energy needed to produce silicon wafers
suggests that production of other high-grade chemicals and
materials may similarly be energy intensive and thus should
be given special consideration. High-grade chemicals were
not considered in the process analysis due to a lack of publicly
available data on energy use in their manufacture.

To estimate the total value of electronics chemicals used
to manufacture a typical desktop, note that the global market
in 1999 for chemicals and materials in the semiconductor
and circuit boards industries (excluding silicon wafers) totaled
USD $16.8 billion (29). Alloting use per computer according
to economic value, 49% of semiconductor production went
to computers, and 60% of the computer market is held by
desktops (28). Given 1999 production of 82.4 million units,
the value of electronics chemicals per desktop is estimated
at USD $61.

The next task is selection of a sector in the U.S. IO tables
that best matches energy use per dollar of output for
production of electronic chemicals/materials. A choice such
as Other Miscellaneous Chemical Product Manufacturing
seems natural at first. The supply chain energy intensity (ESC)
of this sector is 17.8 MJ/$. However, much of the activity of
this sector is production of bulk chemicals, which consume
significant energy with low price and profit margin. To guide
the choice, note that process data on silicon wafers indicate
that the ratio of electricity use to production value is 5 MJ/$
(2, 30), much lower than for most bulk chemicals. Sectors
such as Pharmaceuticals ((ESC ) 6.4 MJ/$) and Photographic
Film and Chemicals (ESC ) 7.6 MJ/$) have intensities much
closer to this. The sector Photographic Film and Chemicals
is chosen as a conservative estimate. To estimate energy use
per computer, USD$61 in 1999 is deflated to 1997 dollar (a

factor of 0.97) and multiplied by ESC, as per formula 4. The
results of this calculation are shown in Table 3 along with
results of similar ones for contributions from production of
semiconductor fabrication equipment and passive devices
(31, 32). Details appear in the Supporting Information.

6. Energy Associated with Remaining Value: ERV

The first step in estimating remaining value is accounting
for the “valuc-added” covered in the process analysis (VP in
eq 5). Table 4 shows the flow of the calculations. Global
revenue of the sector is taken from consulting firm statistics
(33-36). Value per desktop is derived as in eq 10, except that
for bulk materials, value of contained product was estimated
by multiplying respective weights by typical market material
prices ((37) plus various Web sources for prices of plastics).
Valuc-added is calculated from eq 6 from the U.S. Annual
Survey of Manufactures (13). For example, shipments for the
semiconductor sector 2000 were $93.3 billion, costs of
materials (except energy) $18.9 billion, and capital expen-
ditures $17.5 billion, leading to a valuc-added share of 61%.
Results indicate that $1100 of the $1700 value of the average
desktop has been accounted for in the process analysis.
Remaining value (eq 8) is equal to

The energy associated with this remaining value is
calculated according to eq 9, which allocates remaining value
to IO sectors not yet covered according to supply chain
purchases of the Electronic Computer Manufacturing sector.
The top 24 sectors contributing to ESC are chosen, not
including those involved with energy production and dis-
tribution. Remaining sectors are a mix of activities from
transport, packaging, and services to manufacture of parts
and equipment as yet not covered, such as hard disk drives.
There is the additional complication that the energy used to
produce raw materials for parts has already been accounted
for, and there is thus a risk of double counting if the supply
chain IO factor for a parts-producing sector is used. This is
corrected for by eliminating appropriate terms from ESC

l by
hand. Table 5 shows details of this calculation. The remaining
value of $440 has been deflated to $420 1997 dollars.

7. Total Energy and Fossil Fuel Use Associated with
Owning a Desktop Computer
In this section, results for computer manufacturing are
collected and compared with energy consumed in operation.
Lifetime is one of the most important of variables determining
the total energy associated with computer ownership.
Measuring lifetime is complicated by the stockpiling of
computers unused in closets: the number of years between
purchase and disposal of a computer is often very different
from the period it was actually used. Some writers claim that
70-80% are stockpiled in the United States before disposal
(39). Data from a survey of 70 Japanese users show that 30%
report that they store their old computer upon purchase of
a new one (1). This survey also indicates an average period
of 2.7 years between purchases of new computers. A separate
survey of Japanese Web users (1350 respondents) reports an
average 2-year span between purchases (40). Dataquest
published results of a survey of U.S. business users reporting
an average 3.44 year lifespan for an office computer (41).
Although there is still a shortage of empirical evidence
describing the distribution of computer lifetimes at the
macrolevel, it is assumed in this analysis that a 3-year span
of use for home users is representative.

TABLE 3. Electricity, Fossil, and Total Energy Use in Computer
Production (Total Energy ≡ Direct Fossil + 3.6‚Electricity
Use)

item

direct
fossil
(MJ)

electricity
use

(kWh)

total
energy
(MJ)

production
process analysis (EP ) 3140 MJ)

semiconductors 298 170 909
printed circuit boards 26.7 7.71 54.5
CRT manufacture/assembly 210 12.5 255
bulk materials - control unit n/a n/a 770
bulk materials - CRT n/a n/a 800
silicon wafers n/a 38.1 137
computer assembly 35.3 51.2 220

IO analysis
additive (EA ) 1100 MJ)

electronic chemicals 381 18.5 448
semiconductor manufacturing

equipment
392 29.4 498

passive components 109 10.3 146
remaining value (ERV ) 2130 MJ)

disk drives and other parts 365 23 446
transport 338 3.5 351
packaging, documentation 120 4.8 137
other processes 973 61 1192

total production 3300 430 6400
use phase: home user (3 years) 420 1500
total production + use phase 3300 850 7900

RV) $1700 - $1100 (process analysis) -
$61 (chemicals/materials) -

$74 (semiconductor equipment) -
$28 (passive devices) ) $440
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A typical Pentium III system with 17-in. CRT monitor
consumes on average 128 W when fully on (38). The usage
pattern of a computer (i.e. number of hours used in what
power mode) is a key determinant is energy consumption
during operation. Given lack of publicly available data, it is
assumed that average computer operation by a home-user
is 3 h use per day full-on (no standby). There is clearly a need
for further empirical work describing the usage patterns
(lifetime, hours operated, standby modes, stockpiling, etc.).
This is left as a task for future studies.

Based on the above assumptions, Table 3 combines results
for production and use phases of a desktop computer, and
the life cycle energy consumption for production and use is
7900 MJ. The annual life cycle energy use for a computer
(3-year lifespan) is 2600 MJ, about 1.3 times the 2070 MJ
required for a refrigerator (3500 MJ production energy, 510
kWh/year electricity use, 15 year lifespan) (9). The energy
footprint of a computer is thus far more significant than its
physical size would suggest. The energy used for the
production phase is 81% of the total consumed for production
and operation, a share much higher than for many other
household appliances. For example, for a refrigerator only

11% of life cycle energy is consumed in production of the
appliance (9).

The ratio of fossil fuels consumed for production to the
mass of the product is an indicator of energy intensity. It will
not be possible to accurately estimate fossil fuel use (or carbon
dioxide emissions, for that matter), as the carbon intensity
of electricity varies from nation to nation. This does not pose
an obstacle to calculation in principle, but, in practice,
knowledge of the geographical distribution of different
production stages is inadequate. The intention is simply to
perform a crude estimate in which the computer manufac-
turing chain is assumed to be globally uniform, thus world
averages can be used. Fossil fuels needed to produce a
kilowatt-hour of electricity using the global average of
technologies (e.g. fossil-fired, hydropower, nuclear) total 320
g per kWh (42). Using the International Energy Agency World
Energy Statistics database, the average energy content of
kilogram of fossil fuel consumed in the global industry sector
is 39 MJ/kg (43). Also note that in Table 3 that energy to
produce constituent materials is only expressed in terms of
net energy use, there is no breakdown of fossil and electricity
portions. To estimate the associated fossil fuel weight,

TABLE 4. Valuc-Added Accounted for in Process Analysis

process

global sector
revenue

(billion $) year
per desktop

($)
valuc added

share (%)

accounted for
in process
analysis ($)

data
sources

1. semiconductor 204 2000 634 61 387 (28, 33)
2. circuit boards 42.7 2000 57 47 27 (34, 35)
3. CRT monitor 19.5 2001 180 38 68 (36)
4. silicon wafer 7.5 2000 23 53 12 (18)
5. bulk materials n/a n/a 29 35 10 (37)
6. assembly 248 2000 1700 35 595 (14)
total 1100

TABLE 5. Remaining Value Shares and Associated Value for IO Sectors

sector

supply chain
purchases
million $

RV
share

(%)

fossil
intensity

(MJ/$)

elec.
intensity
(kWh/$)

fossil/
comp.

MJ

elec./
comp.
kWh

Disk Drives and Other Parts
computer storage device manufacturing 0.0950 11.9 4.22 0.233 210 11.6
other computer peripheral equipment manufacturing 0.0889 11.1 3.32 0.236 155 11.0

Transport
air transportation 0.0127 1.59 20.2 0.206 134 1.37
couriers and messengers 0.0051 0.641 20.3 0.204 54.5 0.55
truck transportation 0.00884 1.10 9.35 0.207 43.3 0.96
rail transportation 0.00195 0.244 41.4 0.171 42.3 0.17
transit and ground passenger transportation 0.000936 0.117 67.6 0.154 33.1 0.075
scenic and sightseeing transportation and

support activities for transportation
0.00288 0.360 20.1 0.277 30.3 0.42

Packaging, Documentation
paper and paperboard mills 0.00878 1.10 18.4 0.694 84.6 3.19
commercial printing 0.00948 1.18 7.04 0.328 34.9 1.63

Other Processes
wholesale trade 0.229 28.5 2.66 0.198 318 23.7
real estate 0.0298 3.72 8.72 0.550 136 8.59
software publishers 0.114 14.3 1.58 0.115 94.4 6.89
management of companies and enterprises 0.0704 8.79 2.39 0.240 88.0 8.85
waste management and remediation services 0.0144 1.79 8.56 0.175 64.4 1.32
other support services 0.0169 2.11 6.66 0.0980 58.9 0.87
plastics plumbing fixtures and all other plastics products 0.0123 1.54 7.19 0.310 46.4 2.00
sheet metal work manufacturing 0.0129 1.61 6.16 0.357 41.6 2.41
monetary authorities and depository credit intermediation 0.0202 2.52 2.90 0.120 30.6 1.27
maintenance and repair of nonresidential buildings 0.00524 0.654 10.9 0.311 29.8 0.85
telecommunications 0.0197 2.45 2.45 0.178 25.2 1.83
broadcast and wireless communications equipment 0.0109 1.36 3.52 0.251 20.1 1.43
scientific research and development services 0.0109 1.36 3.41 0.151 19.4 0.86
total 0.802 100 1795 91.8
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dividing the world energy demand of raw material industries
by the mass of fossil fuels consumed yields a conversion
factor of 37 MJ/kg (43). Applying these conversion factors to
the results of Table 3, manufacture of a desktop system is
estimated to require 260 kg of fossil fuels (to two significant
figures), some 11 times its weight. The ratio of fossil fuel use
to product weight is high compared to other common goods
such as an automobile (1-2), refrigerator (2), or aluminum
can (4-5) (44, 9). The author and collaborators in a previous
work suggest that the high-intensity ratio for computers is
due to additional processing needed to achieve the highly
organized, low-entropy materials and environments associ-
ated with making high-tech goods (2).

8. Uncertainty and Caveats
I separate the discussion on uncertainties and caveats into
two aspects: error in those factors considered in the analysis
and issues not treated. With respect to the former, uncertainty
in the process-sum and IO-based analyses are treated
separately.

For process-sum analysis, values for energy use from
different data sources are used as an indicator of uncertainty.
I assume that different values are random errors, though in
actuality they are a mix of random and system errors. Taking
standard deviations yields fractional errors: semiconductor
fabrication ((32%), circuit boards ((21%), CRT manufacture
((15%), and assembly ((79%). Variations in data for
producing bulk materials and silicon wafers were not tracked
down, and values of (30% are assumed. Adding these
different errors in quadrature (they are presumably uncor-
related) yields a total (475 MJ error in the process sum result
for manufacturing a desktop system.

In the IO based analyses (additive and remaining value
based), the most significant uncertainty is probably due to
the assumption that U.S. IO tables apply globally. Also, for
some processes, in particular manufacture of chemicals for
electronics, there is no clear choice of IO sector that matches
these activities closely. Quantitative estimation of error is
challenging for the same reasons the assumption was needed
in the first place: lack of international economic and energy
data. The reasons why using U.S. tables induces error is that
energy efficiency varies from nation to nation as does value-
added for similar sectors. Producer prices (and thus value of
sector output) for similar goods are generally lower in China,
for example.

The approach taken to error analysis for IO based factors
is to use differences in national energy intensities of industry
sectors to estimate lower and upper bounds for ESC. Energy
intensities for industry (as one overall sector) in the United
States, Japan, China, and Malaysia in 2000 are 6.14, 3.73,
24.4, and 10.2 MJ/$ (year 2000 USD), respectively (43, 45).
The global industry average is 9.6 MJ/$ (year 2000 USD). The
lower bound on IO uncertainty is obtained by assuming that
all computer manufacturing takes place in Japan and that all
Japanese energy intensities are lower than the U.S. ones by
a factor of 0.61, the ratio of national level intensities. The
upper bound is obtained via a similar assumption but using
China, which leads to energy intensities a factor of 4 higher
than the United States. These lead to upper and lower bounds
for the sum of additive and remaining value IO corrections
of 2000 and 13 000 MJ, respectively (base calculation using
U.S. IO tables: 3200 MJ). This is clearly an overestimate of
error because manufacturing is not focused in one region,
and also international differences in energy intensities for
computer related sectors are probably less than national
industry averages.

The reader may well question why the analysis is based
on industrial energy intensity at the national level. Would it
not be more appropriate to narrow the error bound by using
results for ESC for individual sectors obtained from IO tables

for Japan and China? This approach is indeed better in
principle but faces the practical obstacles of data availability
and differences in IO table definitions. While an energy IO
analysis comparable to the U.S. one is available for Japan
(46), this is not the case for China. Also, the definitions for
(and numbers of) IO sectors differ greatly between the three
nations, making comparison difficult. Addressing this is a
challenging task beyond the scope of the current work. The
above simplified analysis, however, serves its purpose of
estimating lower and upper bounds on the error. This is
because differences in ESC of main contributing sectors to
the IO correction are smaller than the wide margin granted
by assuming single country production (a factor of 4
difference between the United States and China!).

To sum up, pessimistic assumptions on the accuracy of
process-sum and IO parts of the analysis yield a possible
range of 5000-16 000 MJ (base result: 6400 MJ) for the total
energy required to manufacture a desktop system.

An important factor not considered here is technological
change. As computers continue to evolve at a rapid pace, the
net energy cost of manufacturing is a moving target. While
one might be tempted to characterize trends by comparing
this analysis with previous assessments (3, 4), the method
used in all are too different to allow meaningful conclusions
to be drawn. No LCA study has yet to compare two generation
of IT products using same methodology, though hopefully
researchers will undertake such work in the future. However,
it is important to emphasize that for a rapidly growing
industry, efficiency improvements at the per product level
do not necessary translate into reduction of environmental
burdens of the industry overall. Any industry in the early
phases of its life cycle also shows efficiency improvements.
To whit, noting that in the 1920s that fuel mileage of a Ford
model T was better than its predecessors would not have
helped much to inform trends in the environmental burdens
of automobiles. The key question is whether these efficiency
increases are rapid enough to counteract growth. Examining
growth rates in materials/energy input and product output
suggests that for the computer industry, growth exceeds
efficiency increases. For instance, the U.S. semiconductor
industry grew an average of 15% per year over the period
1993-2000. Over the same interval electricity use of the
industry grew 7.5% annually (13) and consumption of silicon
wafers by 12% (18). That increases in input requirements for
semiconductor manufacturing grows slower than economic
output is an indicator of improvements in efficiency.
However, these gains are insufficient to check increases in
environmental burdens of the industry.

9. Implications for Environmental Assessment
The hybrid result of 6400 MJ required to produce a desktop
system is considerably higher than the process sum result
of the 1998 EU-sponsored study of 3630 MJ. This is not
surprising: in general a hybrid analysis should yield a higher
result than pure process-sum, as additional activities are
included. A pure IO analysis of a desktop system on the other
hand yields a total manufacturing energy of 7700 MJ (see the
Supporting Information for details). A deconstruction of how
and why IO and hybrid results are different is not attempted
here. A key issue to resolve in the future is the degree to
which aggregation error is reduced via hybrid analysis.
Despite these remaining questions, the discussion in Section
2 on cutoff and aggregation error reiterates that increased
adoption of hybrid analysis is important for improving the
accuracy of LCA. I hope that the method developed here is
sufficiently transparent and easily practicable such as to
encourage future hybrid studies.

This study also considers how differences in data sources
according to type and region affect LCA results. This is
significant, (15% for process and -32% to +300% for IO
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corrections. There is potential to greatly lower the error
bounds on the IO portion, and future work to develop error
analysis methods and compare international IO tables is
needed. Even so, the analysis as it stands provides evidence
that LCA results can change significantly according to the
international character of the supply chain. “International
corrections” are likely significant for a vast number of
products and services on the market today, thus addressing
geographical aspects is an important challenge for the future
of life cycle assessment.

10. Implications for Societal Response
These results have bearing on how governments, firms, and
civil society ought to perceive and respond to the environ-
mental challenges posed by computers. There are two current
areas of policy activity addressing computer impacts. One is
one to try to keep toxic materials in computers out of landfills,
as exemplified by European Union directives WEEE, which
mandates recycling, and RoHS, which bans certain materials
from being put into PCs. The second track is the mitigation
of energy consumption in the use phase, and the most
effective policy response thus far has been the Energy Star
certification scheme run by the USEPA and USDOE. While
these are worthy activities, the results here suggest that
additional emphases are appropriate. First, the total life cycle
energy associated with a computer is more significant than
generally perceived: over the life cycle it is probably the
most energy intensive of home devices aside from furnaces
and boilers. The energy issue thus deserves more attention.
Also, in contrast with many appliances, the bulk of life cycle
energy use for many computers is in production, not
operation, hence an emphasis on reducing energy use in the
production phase is appropriate.

The fact that many computers are stored in closets for
years and then thrown away while still perfectly functional
suggests a “new” approach: extension of lifespan. Using
computers longer via reselling or upgrading, for example,
implies production of fewer new units in the first place. In
addition to reducing life cycle energy use, this mitigates
environmental impacts across the board. At first glance, the
suggestion that computers ought to be used longer may seem
facile, but the issue is actually quite complex. For instance,
certain “noneconomic” obstacles constrain the market for
used PCs: difficulties associated with transferring licenses
for preinstalled software to secondary owners and lack of a
proper blue-book of used computer prices stand out as two
prominent ones (1). Extending lifespan is consistent with
the traditional wisdom of waste management (e.g. Reduce,
Reuse, Recycle) but has yet to be explicitly considered in the
public response to the waste computer problem, which up
to now has focused on ensuring proper treatment at the final
end-of-life. Maximizing utility gained ought to be explicitly
included in the agenda of activities addressing computer
impacts and aggressively pursued by governments, firms,
and civil society.
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