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Best Practices

Best Practices

PN 889715

Nuance recommends following Microsoft best practices as outlined in

Microsoft TechNet General Security Advice and Best Practices

PowerScribe 360 Reporting stores data containing Protected Health Information
(PHI) in the product databases as well as in various locations throughout the file
system. Nuance recommends encrypting PowerScribe 360 Reporting at the
operating system and/or storage system levels to ensure that PHI is encrypted
consistent with the customer’s data encryption policies.

PowerScribe 360 Reporting is compatible with several currently supported
versions of Microsoft Windows Server operating systems, Nuance recommends
using the latest compatible version listed in the PowerScribe 360 Reporting
System Specifications, currently Windows Server 2016.

PowerScribe 360 Reporting is compatible with several currently supported
versions of Microsoft SQL Server, Nuance recommends using the latest
compatible version listed in the PowerScribe 360 Reporting System
Specifications, currently SQL Server 2016.

Nuance recommends that all PowerScribe 360 Reporting network
communication be secured and encrypted using Hypertext Transfer Protocol
Secure (HTTPS). Nuance also recommends that the customer obtain a certificate
from a trusted Certificate Authority consistent with the customer security
policies.

Nuance fully supports all third-party hardware and software updates related to
critical security fixes immediately upon release. Nuance recommends that
customers apply third party updates consistent with their internal security
policies.

PowerScribe 360 Reporting supports Lightweight Directory Access Protocol
(LDAP). Nuance recommends the use of LDAP for end-user authentication to
PowerScribe 360 Reporting to ensure consistency with the customer’s
authentication and password management policies.

During the PowerScribe 360 Reporting installation process several system
level users and associated passwords need to be created. Nuance
recommends that the Customer’s site administer provides the system level
passwords consistent with the customer’s internal password policies.
Nuance recommends the use of strong/complex passwords consistent with the
customer’s password management policies.

Nuance recommends that any Passwords created during PowerScribe 360
Reporting installation and configuration only be communicated over secure
encrypted channels and/or stored in secure encrypted locations.

Nuance does not recommend exposing network services to untrusted networks
unless otherwise advised by Nuance documentation or Support.

October 12,2018 1-1


https://social.technet.microsoft.com/wiki/contents/articles/12432.general-security-advice-and-best-practices.aspx

Best Practices

Notations

This section defines notations that are uses throughout the document.

Best Practice
This Best Practice icon indicates the recommended
Han Nuance procedure to follow when installing or configuring
% the Nuance PowerScribe 360 application.

For example:

® PowerScribe 360 Reporting supports Lightweight
Directory Access Protocol (LDAP). Nuance
recommends the use of LDAP for end-user PS360
access.

® During the PowerScribe 360 Reporting installation
process several system level users and passwords need
to be created. The Customer’s site administer should
provide system level passwords consistent with the
customer’s internal password policies. Passwords
should only be communicated over secure encrypted
channels and/or stored in secure encrypted locations.

® Microsoft General Security Advice and Best Practices.
e Client workstations rebooting recommendations.

® Nuance Anti-Virus recommendations.

The IMPORTANT icon indicates important information you
don’t want miss.

IMPORTANT

The NOTE icon provides auxiliary information or further
explanation to the adjacent paragraph(s).

This STOP icon is an indication that a necessary require-
ment is to be met before you proceed to the next step.

e
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Introduction

Validated

Configuration

The following diagram represents the validated configuration for a PowerScribe 360
Reporting Hot Spare system. Variations of this configuration are not currently

i

T

supported.
I ;
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The Hot Spare with AlwaysOn, will operate most efficiently when MSSQL is on
a separate server. It is required that the Hot Spare Application and SQL servers

match the production system exactly.

If the facility has a Level I server or Level 11 system where the Application and
SQOL are installed and run on the same server, the Hot Spare may also have the
Application and SQL on the same server. If, this configuration impacts
performance (due to circumstances outside of the application), the Client will
need to separate the SQL functions to a separate server from the PS360

Application.

October 12,2018 2-1



® You must have PowerScribe 360 Reporting fully installed on both the Production
system and hot spare system.

® Once you complete configuring SQL AlwaysOn, you will need to configure the
replication of the file data between the Application servers.

® Nuance Hot Spare only supports a Basic Availability Group (BAG) with one
active SQL and one passive SQL. Microsoft SQL 2016 standard will support this
configuration. This configuration requires the SQL servers be installed using
Windows Server Failover Clustering (WSFC).

@ Nuance only supports SQL Always only when configured in Asynchronous
(Disaster Recovery) Mode. If run in Synchronous mode, latency will occur and
performance will be negatively impacted. You can read more information from
Microsoft about Availability Modes for Always On Availability.

Upgrading Mirrored Hot Spare Installations

Before implementing the new Hot Spare solution, perform the following:

1. You should have already upgraded both systems independently, ensuring that the
OS and SQL versions are the correct versions.

2. Ifnot already performed, you must complete the following:
a. Break the mirror between the production and Hot Spare systems.

b. Disable the Hot Spare Windows scheduler jobs used to replicate profiles,
waves, and logs.

c. Upgrade the SQL Application to SQL 2014 Enterprise or 2016 Standard
Edition.

d. Stop the RadBridge, IIS and all other Application relevant services and set
them to manual start.

3. Delete the database on the Hot Spare system. This is necessary to enable Always
on, but must be done after the system / server is upgraded.

Configure Client Alias

PN 889715

In order to properly use Hot Spare, the 360 system connections need to be installed and
configured to use a DNS.

The Alias is configured in the site’s DNS (Domain Name Server). The Alias will
redirect communications to the proper server. This allows all clients to connect to the
proper system without reconfiguring during a hot spare scenario.

Example:

Alias Set up in Network Domain Name Service (DNS) = PS360
Prod Application Server = Applicationl

Hot Spare Application Server = Application2

RadPortal Configuration:

October 12,2018 2-2
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Portal URL = http://PS360.Company.Com/RadPortal
DragonUsers Directory = http:// PS360.Company.Com/DragonUsers

October 12,2018
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Installing and Configuring SQL Cluster

At this time, you should have two stand-alone Microsoft SOL servers

“ which you will now make into a cluster.

Add Role and Features

This must be done on the two SQL servers that will be configured for Windows Server

Failover cluster and SQL AlwaysOn.

1. Open the Server Manager console and select Add roles and features. The Add

Roles Features Wizard displays.

2. Under Features, select Failover Clustering.

NIV . DESTINATICN SERVER
CT Teatures AVWZ012r2WES RadLab Nuance

Select one or more features to install on the selected server,

I Add Roles and Features Wizard i -

PN 889715

Features Description
T ~ Failover Clustering allows multiple
e S s servers to work together to provide
[B] MET Framework 4.5 Features (5 of 7 installed) high ility of serierles.

O Background Intelligent Transfer Service (BITS)
[] BitLocker Drive Encryption
[] BitLocker Network Unlock
[[] BranchCache

[1 Ciient for NFS

[[] Data Center Bridging

[ Direct Play

[ Enhanced Storage

[ Group Policy Management
[C] 1S Hostable Web Core

[ Ink and Handwriting Services

"

October 12,2018

ring is often used for
virtual machines,
database applications, and mail
applications,

File Services,

24



3. Click Add Feature for Failover Clustering.

Add features that are required for Failover Clustering?

The following tools are required to manage this feature, but do not
have to be installed on the same server.

4 Remote Server Administration Tools
4 Feature Administration Tools
4 Failover Clustering Tools
[Taols] Failover Cluster Management Tools

[Tools] Failover Cluster Module for Windows PowerShe

< " 5]

Include management tools (if applicable)

AddFea.turS‘ | Cancel

4. Click Next.

. . . DESTINATION SERVER
Confirm installation selections A2 22WES Rasab uane
Before You Begin To install the following roles, role services, or features on selected server, click Install.
Installation Type [] Restart the destination server automatically if required
server Selaction Optional features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want to install these optional features, click Previous to clear

Server Roles their check boxes,

Features

Failover Clustering

Remaote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools
Failover Cluster Module for Windows PowerShell

Export configuration settings
Specify an alternate source path

<Previous | [ Next> | [ inswil | [ cancel

5. Click Install.

PN 889715 October 12,2018
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The Installation Progress dialog displays.

Installation progress A2 e R e

View installation progress

@ Feature installation

Installation started on AW2012r2WEB RadLab.Nuance

Failover Clustering
Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools
Failover Cluster Module for Windows PowerShell

You can close this wizard without interrupting running tasks. View task progress or open this

page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

[<Previous | [ Newt> | [[Gese || cancel

6. When finished, click Close.

October 12,2018
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Configuring the Failover Cluster

PN 889715

Prior to configuring the Windows Server Failover Cluster, it is assumed that you have
the appropriate rights in Active Directory. For a complete listing of the different Active
Directory permissions to create a Windows Server Failover Cluster Failover Cluster
Step-by-Step Guide: Configuring Accounts in Active Directory.

1. Open Server Manager.

2. Click Tools.

3. Click Failover Cluster Manager.
4

Under Failover Cluster Manager, click Validate Configuration.

o Failover Cluster Manager ===
Fle  Action  View  Help
4 wp| | HmD
S L Faitcver Cluster Manager

Ay Comaie firn B fackms chuntmn. are ek contgue s charnges 5

i i T - -

i

~  Overview |

[ toer " Pe—— pevesprmmmmeey [ | Rl R

| ehuratons il el rodes ) ave connncted by phvsacal cables and by softase i one of the nodes lods, ancther |

| e g i grovede seruces. This Erocess = ke as (i | & Reteest

Froperties
a  Clusters B wep
| Hame Fele St Neda Sestue
Mo terms found

~  Management

s fadover chastaning. frst validate your
mphla. Yol AN mansge the cuater Mans
indews Server 2012 A2, Windows Server X

onfguinson. and then create & chuster. Aisr these
sier can rweoc%.vquswﬂhmad.ew
fedows Server 2008 A2

~  More Information
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http://technet.microsoft.com/en-us/library/cc731002(v=ws.10).aspx
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https://mail.nuance.com/owa/redir.aspx?SURL=jiu3AxrTdxtnC-eDLVqesn8Mb7rN_w56kSP2fQpchjySx6ICIR3TCGgAdAB0AHAAcwA6AC8ALwBtAHMAZABuAC4AbQBpAGMAcgBvAHMAbwBmAHQALgBjAG8AbQAvAGUAbgAtAHUAcwAvAGwAaQBiAHIAYQByAHkALwBoAGgAMgAxADMANAAxADcALgBhAHMAcAB4ACMARABiAG0AQwBvAG4AbgBlAGMAdABpAG8AbgBTAHQAcgBpAG4AZwA.&URL=https%3a%2f%2fmsdn.microsoft.com%2fen-us%2flibrary%2fhh213417.aspx%23DbmConnectionString

5. Click Next.

G Validate a Configuration Wizard -
ﬁ Before You Begin
R
This wizard runs validation tests to determine whether this configuration of servers and attached storage is
Sdect Servers e set up comectly to support failover. A cluster solution is supported by Microsoft only if the complete
Cluster configuration (servers, networlc, and storage) passes all tests in this wizard. In addition, all hardware
components in the cluster solution must be "Certified for Windows Server 2012 R2."
Testing Options
i if you want to validate a set of unclustered servers, you need to know the names of the servers.
Confimmation Important: the storage connected to the selected servers will be unavailable during validation tests.
Validating ¥ you wart to validate an existing failover cluster, you need to know the name of the cluster or one of its
Summary nodes.

You must be a local administrator on each of the servers that you want to validate.

To continue, click Next.

Mare about cluster validation tests

[ Do not show this page again

Ned> || Cancel

6. Click Next.

7. In the Select Servers or a Cluster dialog, add the server host names of the SQL
Server instances that you want to configure as replicas in your Availability Group.

You can use the Browse button to find them.

8. Click Next.

# Validate a Configuration Wizard [x]

?g’ Select Servers or a Cluster

Before *ou Begin To validate a set of servers, add the names of all the servers.

To test an existing cluster, add the name of the cluster or one of its nodes
Select Servers.ora ?
Cluster
Testing Options

Enter name: || | ‘ Browse...
Corfirmation
ek Selected servers: AW20125QL1 Radlab Muance
Ve AW20125Q12.RadLab.Nuance
Summary

‘<F‘reviou5” Next > || Cancel ‘

9. On the Testing Options dialog, make sure that the option Run all tests
(recommended) is selected.

PN 889715 October 12,2018 2-8



10. Click Next.

@ Testing Options

Before You Begin Choose between running all tests or unning selected tests.

Select Servers ora The tests examine the Cluster Configuration, Hyper-V Corfiguration, Inventory, Network, Storage, and

{igter System Configuration.

Testing Options i & et St el e A jon : o s

Corfirmation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012 R2."

Validating

Summarny

® Run all tests ffecommended)
) Run only tests | selsct

More about cluster validation tests

11. On the Confirmation dialog, click Next.
BE
ﬁ Confirmation
Before You Begin ‘You are ready to start validation.
T e Please confirm that the following settings are comect:
Cluster
Testing Options : A
ST T AW20125QL1.RadLab.Nuance 5
Confimation @
AWZ20125QL2.RadLab.Nuance
Validating
Summary ; o
List Fibre C Inventory
List iSCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory v
Liet Frurirnnmant VWarishlar Truantnms
To continue, click Next.
| < Previous | [ Next > ] | Cancel |

PN 889715 October 12,2018 2-9



The Validating dialog displays.

# Validate a Configuration Wizard B
J%g Validating
Before You Begin The following walidation tests are running. Depending on the test selection, this may take a signficant

amourt of time.
Select Serversora

Cluster Progress Test Resutt A
Testing Options 100 ‘Validate Disk Access Latency The test passed.
G Validate Disk Arbitration Pending...
o Validate Disk Failover Pending...
Validate File System Pending. .. i
Summary 100 ‘Validate Microsoft MPIO-based disks The test passed. =
Validate Multiple Arbitration Pending...
100% Validate SCSI| device Vital Product Data (VPD) The test passed.
50% Validate SCS1-3 Persistent Reservation Issuing Persistent Res
. Uolidoto Simsdimmnmin Enilane .« e =
£ | >
Test is cumenthy running.
Cancel

Tests can take some time to complete.

e

12. Once tests are complete, review the results.

You can click view report or just scroll through the results. If there are any errors,
they must be fixed and then run the Validation Wizard again before continuing.

B Validate a Configuration Wizard S
?? Summary
= 2
Before You Begin . Testing has completed successfully. The configuration appears to be sutable for clustering.
3 R l . However, you should review the report because it may contain wamings which you should address
Select Servers or 3 S o attain the highest availabiliy.
Cluster
Testing Options . . .
Cordieation Failover Cluster Validation Report *
Validating
Node: AW201250QL1.RadLab.Nuance Validated
Node: AWZ201250L2.RadlLab.Nuance Validated

. v
L Tnvantarr

Create the cluster now using the validated nodes. ..

To view the report created by the wizard, click View Repaort.
To close this wizard, click Finish.

13. Check Create the cluster now using the validated nodes.

PN 889715 October 12,2018 2-10



14. Click Finish.
The Before You Begin dialog displays.

o

@ Before You Begin

Before *fou Begin This wizard creates a cluster, which is a set of servers that work together to increase the availability of
2 clustered roles. f one of the servers fails, another server begins hosting the clustered roles {a process

Access Point for ;

Administering the known as failaver).

Gl Before you run this wizard, we strongly recommend that you run the Validate a Corfiguration Wizard to

Confimation ensure that your hardware and hardware settings are compatible with failover clustering.
Creating New Cluster Microsoft supports a cluster solution only if the: complete corfiguration (servers, network, and storage) can

pass all tests in the Validate a Corfiguration Wizard. In addition, all hardware components in the cluster

LU solution must be “Certified for Windows Server 2012 R2."

‘You must be a local administrator on each of the servers that you wart to include in the cluster.

To continue, click Next.

More about Microsoft support of cluster solutions that have passed validation tests

[] De not show this page again

Ned¢> |[ Cancel

15. Click Next.

16. On the Access Point for Administering the Cluster dialog, enter the virtual server
name and virtual IP address of your Windows Server Failover Cluster.

m In this testing DHCP is used.

ﬁ Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.

Access Point for
Administering the Cluster Name: ~ [420125G1
Cluster

Confimation 0The NetBIOS name is limited to 15 characters. One or more DHCP IPv4 addresses were configured
) automatically. All networks were configured automatically.
Creating New Cluster

Summary

17. On the Confirmation dialog, click Next.
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This will create the Windows Failover Cluster using the servers that you added as

nodes of the cluster and then add DNS and Active Directory entries for the cluster
host name.

@ Confirmation

Before You Begin *You are ready to create a cluster.

n Pairt for The wizard will create your cluster with the following settings:
Administering the
Cluster

Cluster: Al20125QL
Node: AWZ20125QL1.RadLab.Nuance
Creating New Cluster Mode: AW20125QL2.RadlLab.Nuance

5 IP Address: DHCP address on 10.1.172.0/22
ummary

[w] Add all eligible storage to the cluster.
To continue, click Next.

18. Review the results of the Summary page to verify that the Cluster was created
successfully.

19. Click Finish.

Before You Begin You hawve successfully completed the Create Cluster Wizard.
Access Point for &

Administering the
Cluster

Confimmation Create Cluster

Creating Mew Cluster

Summary

Cluster: Al201250QL

MNode: AW20125QL1.RadLab.Nuance
Node: AWZ20125QL2.RadLab.Nuance
Quorum: MNode Majority

IP Address: DHCP address on 10.1.172.0/22

Warnines

To view the report created by the wizard, click View Report
To close this wizard, click Finish.

October 12,2018 2-12



20. On the Failover Cluster Manager, you will see the cluster listed.

il D Actign) Miew! Hdp
5| 2

Failover Cluster Ma nager

.??E Failover Cluster Manager
4[5 MI2012501 RadLab.Nuance
‘__’-{'g Roles
jj MNodes
b |y Storage
3 Networks
Cluster Events

Cluster Al20125QL.RadLab.Nuance -

':F"{. Summary of Cluster AI2012SQL

W A201250QL has 0 clustered moles and 2 nodes.

Name: A201250L Radlab Muance Networks: Cluster Network 1
Current Host Server: AW201250QL1 Subnets: 1 IPv4and 0 IPvE
Recent Cluster Events: None in the last hour

Witness: None

~  Configure

running Windows Server 2012 R2, Windows Server 2012, or Windows Server 2008 R2

f“_ Corfigure Role.. h Failover cluster topics on the Web
@ Validate Cluster

F Add Node

*% Copy Cluster Roles..

4__-?' Cluster-Aware Updating. ..

A
e

PN 889715

~ Navigate
#] Roles [#] Nodes A Storage
] Networks [#] Cluster Events
~  Cluster Core Resources
Name Status Information
Server Name
@ o Name: A201250L (%) Orline

October 12,2018

| Cenfigure high availability for a specific clustered role, add one or mare servers (nodes). or copy roles from a duster |

_Actions
Al2012SQL.RadLab.N.. =~
Co‘nfigure Role...

Validate Cluster..,

Wiew Validation Report

" Add Node...

Close Connection

Reset Recent Events

CERET T

More Actions 3
View 3
Refresh

B @ B

Properties

Help

When creating the cluster Quorum, it is no longer required to only use
shared storage. Windows Server 2012 has the ability to configure the
Quorum using either a shared storage location or a standard file share.

This tests installs on a File share that is pointing at our NAS.

2-13



1. To create a File shared Witness Quorum right-click the cluster name in the
Failover Cluster Manager, and select More Actions, and then click Configure
Cluster Quorum Settings.

File Action View Help

«= 2= B
B3 Failover Cluster Manager Cluster AI20125QL.RadLab.Nuance -~
2 [ A201250) Bad b b1
Roles Configure Role... y of Cluster AI2012SQL B
(51 Node: Validate Cluster... e T e e e Ty &5 Configure Role.
Bl Storag yiey validation Report RadLab Nuance Networks: Cluster Netwark 1 @ Validate Cluster..
2::5 ad e ver: AW20125GL1 Subnets: 11Pvéand 0 IPv6 B View Validation Report
t wvents: None in the last hour ' Add Node
Close Connection a
Reset Recent Events ) +J:Clase Connection
[ More Actions »|  [[Configure Cluster Quorum Settings.. ) Reset Recent Events
More Act »
i v | Copy Cluster Rales... s {nodes). or copy roles from a cluster oreActions
I 2008 R View »
Refresh | Shut Down Cluster... o .
- #r topics on the We = Ig Refresh
Properties Destroy Cluster...
e Properties
Help | Move Core Cluster Resources ,
H Hep
5 Copy Clugter Cluster-Aware Updating
4 Cluster-Aware Updating...
~ Navigate
[#] Roles [#] Nodes [#] Storage
[#] Networks [#] Cluster Events

Cluster Core Resources

Name Status Information
Server Name
9% Name: A201250L (@ Online ~

These actions are used less frequently than other cluster actions.

2. Click Next on the Before you Begin dialog.

% Before You Begin

Before You Begin This wizard guides you through configuring the quorum for your failover cluster. The relevant cluster
oot Guoam elements are the nodes and, in some quorum corfigurations, a disk witness orfile share witness.

Eretir saiexe Lpu) The quorum configuration affects the availability of your cluster. A sufficient number of cluster elements
Confirmation must be online, or the cluster Toses quorum™ and must stop running. Note that the full function of a cluster
; depends not only on the quorum, but also on the capacity of each node to support the clustered roles.

Configure Cluster
Quorum Settings Important: Run this wizard only f you have determined that you need to change the guorum configuration
for your cluster. When you create a cluster, the cluster software automatically chooses a quorum

Summary corfiguration that will provide the highest availability for your cluster.

To continue, click Mext.

Failover Cluster Quorum and Witness Configuration Options
[] Do not show this page again
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3. On the select Quorum Configuration dialog, click the Select the quorum witness
option, and click Next.

% Select Quorum Configuration Option

Before You Begin Select a quorum configuration for your cluster.

Select Quorum
Configuration Option () Use defautt quorum configuration

Select Quorum The cluster determines quorum management options, including the quorum witness.
Witness
Confimation ® Select the quorum witness

You can add or change the quorum witness. The cluster determines the other quorum management
options.

() Advanced quorum corfiguration
YYou detemming the quorum management options, including the quorum witness.

Configure Cluster
Quorum Settings

Summary

Failover Cluster Quorum and Witness Corfiguration Options

| < Previous || Mext >

4. On the Select Quorum Witness dialog, select Configure a File Share Witness,
and click Next.

ﬁ Select Quorum Witness

Before You Begin Select a quorum witness option to add or change the quorum witness for your cluster configuration. As a
Select Qu best practice, configure a quorum witness to help achieve the highest availability of the cluster.
ect Quorum

Configuration Option

Select Quorum
Witness

Configure File Share
Witness

O Corfigure a disk witness
Adds a quorum vote of the disk witness

®) Corfigure a file share witness

oo Adds a quorum vote of the file share witness

Configure Cluster

T e () Do not corfigure a quorum witness

Summary

Failover Cluster Guorum and Witness Configuration Options

[ <Previous |[ Ned> |[ Cancel |

5. Onthe Configure File Share Witness dialog, enter the path or click Browse to find
the location you have selected to where you want to point. This should be a safe
location. In this example, it points to NAS.
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6. Click Next.

Configure File Share Witness

Corfigure File Share

Confimation

Configure Cluster
Quorum Settings

Summary

Please select a file share that will be used by the file share witness resource. This file share must not be
hosted by this cluster. It can be made more available by hosting it on another cluster.

File Share Path:
[\W10.1.17241\AlwaysDTC | [ Browse..

[ <Previous |[ MNed> |[ Cancel |

7. On the Confirmation dialog, review and if correct, click Next.

ﬁ Confirmation

Before “fou Begin

Select Quorum
Configuration Option

Select Quorum
Witness

Confirmation

Corfigure Cluster
Guorum Settings

Summary

You are ready to configure the quorum settings of the cluster.

Witness Type: File Share Witness
Witness Resource: W10.1.172.41\AlwaysDTC
Cluster Managed

Voting: Eriahled

All nodes are configured to have quorum votes

Your cluster guorum configuration will be changed to the configuration shown
above.

To continue, click Next.

October 12,2018
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i
I
i

e

Before You Begin

Select Quorum
Configuration Option

Select Quorum
Witness

Configure File Share
Witness

Confimation

Configure Cluster
Cuorum Settings

File Action View Help

Summary

8. On the Summary dialog, review for any errors and click Finish.

You have successfully corfigured the quorum settings for the cluster.

Configure Cluster Quorum Settings

Witness Type: File Share Witness
Witness Resource: W10.1.172.41\AlwaysDTC
Cluster Managed

Voting: Enabled

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

(V]

| F

2% Failover Cluster Manager

[ Roles
% Nodes
b () Storage
(54 Networks
Cluster Events

4 55 AI201250L RadLab.Nuance

Recent Cluster Events: None in the last hour |~
Witness: Fie Share Witness (\W10.1.172.41\AwaysDTC)
B ConfigureRole...
£ Eonligure &l validate Cluster..
Corkoelih oty ot ot ke oo o srvers el o ooy s e, | | . iVl e
5 Corfiur Pole... il Faiover clustertopics on the Wb F AddNode..
8 Validate Cluster... 4 Close Connection
¥ 2dd Node £} Reset Recent Events
#2; Copy Cluster Roles... More Actions é@
4 Cluster-Aware Updating... View 3
|6 Refresh
~ Navigate & Properties E
H Heip
[#] Roles (] Nodes [#] Storage
[@] Hetworks [#] Cluster Everts =
~  Cluster Core Resources @
Name Status Information
Server Name
% Name: Al20125QL (@) Online
File Share Witness
@4, File Share Witniess (1\10.1.172.41\AwaysDTC) (®) Online
[<I [ [ o) L
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SQL Server AlwaysOn Availability

Enable AlwaysOn

PN 889715

Before continuing, Enable SQL AlwaysOn Availability Groups Feature on all of the
SQL Server instances that you will configure as replicas in your Availability Group.

1. Open SQL Server Configuration Manager, and right-click SQL Server service,
and then click Properties.
2. Select the AlwaysOn High Availability tab, and check Enable AlwaysOn
Availability Groups.
This needs to be done on all of the SQL Server instances that you will configure
as replicas in your Availability Group.
3. Click OK.
4. You must restart the SQL Service for settings to take effect.
= Sql Server Configuration Manager - g x
File Action View Help
«3 7 EEH 000
48 SCL Server Configuration Manager (Local) || Name State Start Mode Log On As ProcessID Service Type
B 50t Server #950L Server Integr.. Running Automatic LocalSyztem 1308
. i e ES? SQ Server (PS360) Properties |2 [ |Lab- 1 ;S:DS:':;H
b 550l Server 4 st [ iogon T serviee I FILESTREAM ] 1624 SOL Agent
> 5, 5L Native Client 11.0 Configuration || e [ Aayson Figh Avaiabilty Siwtpparamizs | advansd | firvo.. 173
Windows failover cluster name:
‘AIZUIZSQL
[V]En:
Allo, use availability groups for high
ok | [ concdl Help
5. At this point install the Comm4 Database using the standard procedure on each of
the SQL servers.
6. After this is complete delete the Comm4 database off of the secondary SQL server.

Note we are doing this to add all the jobs, and the PSuser and to the server.

Next, prep the Primary servers Comm4 database to be used with SQL AlwaysOn.
For the Database to be available for Always on, the database must be set to full
recovery mode and have had a backup job run against it.

In SQL Enterprise manager, right-click the Comm4 database, select Properties,
and then click Options.
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9. On the Options dialog, click the down arrow for the Recovery mode, and select
Full, and then click OK.

T Database Properties - commé | = [ = |

e i ‘ ; .
-2 e S = |3 Hel
2 General ; i Lj o8
Files |
Filegroups Collation: | 5QL_Latin1_General CP1_CI_AS v |
Options :
Change Tracking Recovery model: Simple v
Permissions Compatbilty level:
Extended Properties i Simpl
: ple
Miroring Containment type: | |
7 Transaction Log Shipping Cther optians:
False #
Auto Update Statistics True

Auto Update Statistics Asynchronoushy Falze
4 Containment

Default Fultext Language LCID 1033 =
Default Language English 2
MNested Triggers Enabled True
Transform = Words False
Two Digtt Year of 2049
Connechon | 4 Cursor
Serier Close Cureor on Commit Enabled False
AW20125QL1\PS360 Defautt Cursor GLOBAL

| 4 FILESTREAM

Connection: i
: FILESTREAM Directory Name
RADLAB
PR FILESTREAM Non-Transacted Access | OFF
33 View connection properties | 4 Miscellaneous
Mlow Snapshot Isolation False
Progress S AN ALNLIL Dot LEnlas =
| Allow Snapshot Isclation
Ready

10. To run a backup job, right-click the Comm4 Database, select All tasks, and then
select backup Database.
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G

The database backup can be placed on any drive.

i B semt ~ I e
%A Options
Source
Database: |comm4 w |
Recovery model: [FuLL |
Backup type: [Ful v]
[ Copy-only Backup
Backup component:
® Database
) Files and filegroups: | |:|
Backup set
Name: ‘comm#FuII Database Backup |
Dassipton: \ |
Backup set will expire:
| Connection ® Afer o Bl
g O On 1/11/2016 B-
AW20125QL1\PS360 Destination
Connection: Back up to ® Disk
RADLAB pasenice: C:\Program Fies\ SQL Server\MSSQLTT.RS 360\
;,E View connection properties
Progress <] mn
Ready
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Create and Configure SQL Server 2016 AlwaysOn Availability Groups

To Create and Configure SQL Server 2016 AlwaysOn Availability Groups Log in to
SQL Enterprise Manager. In Object Explorer, expand the AlwaysOn High
Availability folder Right click on the AlwaysOn High Availability then click on New
Availability Group wizard.

If you receive a massage that the AlwaysOn Availability Groups Feature in not
activated check to see that the Enable SQL Server 2016 AlwaysOn Availability Groups
Feature is turned on all of the SQL Server service instances and that the service has

been restarted.

f«_s,é Microsoft SQL Server Management Studio Quick Launch P = & x

File Edit \View Debug

| 8 -

Tools  Window Help

o | D NewQuery [y & i |

Object Explorer

Connect~ 33 33

¢33

- 0 X%

= [ AW201650L1\PS360 (SOL Server 13.0.1601.5 - RADLA

# [@ Databases

@ 3 Security

® 3@ Server Objects
# [ Replication

# [ PolyBase

= [ AlwaysOn High Availability

[l | Availability
# 1 Management

Mew Availability Group Wizard...

& 3 Integration Ser
= [ S0OL Server Age

PN 889715

Mew Availability Group...

Show Dashboard

Start PowerShell

Reports

Refresh

Click Next on the Introduction page
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New Availability Group I;Ii-

E'T:\"-_]
Introduction

Specify Name Create a new availability group.

Select Databases

An availability group defines a set of user databases that fail over as a single unit.
Specify Replicas

Select Data Synchronization To create an availability group, you will need to:

= Specify an availability group name.
Validation » Select one or more user databases on this instance of SOL Server.

» Specify one or more instances of SOL Server to host secondary availability replicas.
Summary » Specify your availability group listener preference.

» Select your initial data synchronization preference.
» Check the validation results of availability group creation.

» Review your selections.
"2
.

To begin creating an availability group, click Mext.

Results

[[] Do not show this page again.

| Mext = || Cancel |

In the Specify Availability Group Name page, enter the name of the Availability Group
in the Availability group name field.

Click Next.
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New Availability Group \;‘i-

E'_""“\;J
Specify Availability Group Name

Intreduction @ Help

Specify Name Specify an availability group name.

Select Databases Awvailability group name:

Specify Replicas |m

Select Data Synchronization [] Database Level Health Detection
Validation

Summary

Results

| < Previous | | Mext > | | Cancel |

One of the Enhancements of SQL Server 2016 AlwaysOn Availability Group is that the
New Availability Group Wizard Adds Support for Encrypted Database if you select an
encrypted database for inclusion in an availability group, the New Availability Group
wizard detects that the database is defined with a database master key and prompts the
administrator for the database master key password.
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Ly,
Li' 1 Select Databases

Intreduction @ Help
dysdidi Select user databases for the availability group.

lect Databases User databases on this instance of SOL Server:
Specify Replicas Mame Size Status Password

e M 206.0 MB 35w equire

Bl ) e s v B cormmd 06.0 MB Password required

o [ ReportServerSPS260 16.0 MB Full backup is required
Validation B

[ ReportServer$P5360Tem... 16.0 MB Meets prerequisites

Summary
Results

| <Previous | | Meds || Cancel |

To add the password to the Comm4 Database click in the password location on the
Comm4

Note on our system it took a couple of clicks to get the window to allow the entering of
the password and after the password was entered we had to click refresh before it was
marked as Meets Prerequisites and when the Next button was active.
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o
LI 1 Select Databases

Introducticn

Specify Name

Select Databases

Specify Replicas

Select Data Synchronization
Validation

Summary

Results

PN 889715

Select user databases for the availability group.

User databases on this instance of SOL Server:

Mame Size Status Password
B commd 206.0 MB Password required
[ ReportServerSPS360 16.0 MB Full backup is required

=] ReportServerSPS360Tem...  16.0 MB Meets prerequisites

Click to enter
password

| <Previous | | e -

database master key password 67chUb=!3UdrebuD
The select Database select the Comm4 database if the database is not in a state that
meets the prerequisites this must be addressed with before continuing

Note as long as the database you want to replicate states meets prerequisites you are
good. If there are any other databases present that are not going to be replicated like in
our case ReportServer and ReportServerTempDB they do not need to be dealt with.
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i MNew Availability Group I;‘i-

-

Select Databases

Intreduction @ Help

Specify Name Select user databases for the availability group.

Select Databases User databases on this instance of SOL Server:

Specify Replicas | “l-\l-ame ) "S;i-ze “Status [ -I-:’-assu\ror"t.:l.
- - B _u_ i
Select Data Synchronization ZLE N Meets prerequisites
. i ReportServerSP5360 16.0 MB Eull backup is required
Validation o
[l ReportServeriP5260Tem... 16.0 ME Meets prerequisites
Summary
Results
< m >
< Previous | | Mext > | | Cancel |
Click next.

On the Specify Replicas Page you will need to add all the SQL Servers that you will be
using as Replicas. Under the Replicas tab, click the Add Replicas button and connect
to the other SQL Server instances that you joined as nodes in your Windows Server
Failover Cluster.

Configure the following options Checked
Automatic Failover (Up to 2) :

Synchronous Commit (Up to 3) : Un-Checked
Readable Secondary: No

On the Endpoints tab, verify that the port number value is 5022.
On the Listener tab, select the Create an availability group listener option.

Under the Listener DNS Name fill in the name you want to call the Listener. This is the
virtual name that you will use as the server name our Database connection string.
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Select a Port number that is not being used

Under Network Mode you can select Static or DHCP. Note for our testing we used
DHCP But setting it to a static IP address will also work.

All this information will be used to create a DNS entry in the sites Active Directory.

Click Next
New Availability Group == -
E‘T:jJ
Specify Replicas
Intreduction & Help
Specify Name Specify an instance of 501 Server to host a secondary replica.

Select Datab: i
S | Replicas I Endpointsl Backup Preferences| Listener |

Specify Replicas Specify your preference for an availability greup listener that will provide a client connection

Select Data Synchronization ) Do not create an availability group listener now
Nalidaan You can create the listener later using the Add Availability Group Listener dialog.
Summary @) Create an availability group listener
Specify your listener preferences for this availability group.
Results

Listener DMS Mame: |Alway52016

Port: |1432
Metwork Mode: |DHCP
Subnet: [101.072.0722

| < Previous | | Mext = | | Cancel |

On the Select Data Synchronization page select Full option. Provide a shared folder that
is accessible by the replicas and by the SQL Server service account that you used on
both replicas has Write permissions to. This is just a temporary file share to store the
database backups that will be used to initialize the databases in an Availability group.
If you are dealing with large databases, it is recommended that you manually initialize
the databases prior to configuring them as your network bandwidth may not be able to
accommodate the size of the database backups.

Click Next.
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New Availability Group | = [ o [

r_*‘_“‘\u
p
Select Initial Data Synchronization
Introduction @ Help
Specify Name Select your data synchronization preference.
Select Databases @® Full
Specify Replicas Starts data synchronization by performing full database and log backups for each selected

database. These databases are restored to each secondary and joined to the availability

Select Data Synchronization group.

Walidation Specify a shared network location accessible by all replicas:
S [\\10.1.17241\AlwaysDB\2016db || Browse..
Results ) Join only

Starts data synchronization where you have already restored database and log backups to
each secondary server. The selected databases are joined to the availability group on each
secondary. This action will be skipped for Azure replicas.

() Skip initial data synchronization
Choose this option if you want to perform your own database and log backups of each
primary database.

| < Previous | | Mext » | | Cancel |

Under Validation review for any errors. As it runs you will see the green check box
show up stating a success or a yellow box for a failure. Any failures must be fixed
before continuing.

Click Next.
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lﬁ Validation

Intreduction

Specify Mame

Select Databases

Specify Replicas

Select Data Synchronization
Summary

Results

'@ Help
Results of group
Mame Result

(9| Checking whether the endpoint is encrypted using a compatible algorithm Success
@ Checking shared network location Success
(9| Checking for free disk space on the server instance that hosts secondary replica AW2012SQL2\PS360 | Success
@ Checking if the selected databases already exist on the server instance that hosts secondary replica ... | Success
(9| Checking for compatibility of the database file locations on the server instance that hosts secondar... | Success
@ Checking for the existence of the database files on the server instance that hosts secondary replica ... | Success
@ Checking the listener configuration Success

Re-run Validation

[<Previous | [ Next> |[ Cancel |

On the Summary page review your choices you have made.

Click Finish.

T summany

Intreduction

Specify Name

Select Databases

Specify Replicas

Select Data Synchronization

Validation

Results

@ Help
Verify the choices made in this wizard.

Click Finish to perform the following actions:

= Availability Group: Always2014
. L. Primary replica: AW20145QL1\PS360
- Awvailability Group Listener: Always2014
- Automated backup preference: Secondary
[=- Databases
- Lcommd (147.1 ME)
- Initial data synchronization: Full
-Backup location: \\10.1.172.41\AlwaysDB\2014db
- Replicas
|_—‘_| Server instance name: AW20145QL1\PS360
Role: Primary
Replica mode: Synchronous commit with automatic failover
Readable secondary: Yes
[=- Endpoint: Hadr_endpoint
. L URL: TCP:/AW201450L1.RadLab.Nuance: 5022
- Encrypted: Yes
- Service account: radlab\psservice
- Automated backup priority: 30
=1- Server instance name: AW201450L2\P5360
‘- Role: Secondary
Replica mode: Synchronous commit with automatic failover

[>]

<Previous | [ Finish | [ Cancel |
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On the Results page review for any errors. As it runs you will see the green check box
show up stating a success or a yellow box for a failure. This process will take a few
minutes depending on the size of the Database. Any failures must be fixed before
continuing.

If you receive “The wizard completed successfully” Click Close.

Verify that the Database is Synchronized expand the Databases folder and you should
now see that the Comm4 databases name will have the word (Synchronized) after it on
all nodes.

Verify that the Availability Group is installed expand the AlwaysOn High Availability
folder

On the Primary server you should see the Availability Group you just created with the
words (Primary)

On the Secondary server you should see the Availability Group you just created with
the words (Secondary)

Configuring the PS360 User SID

PN 889715

1. Onnode 1 where everything is working fine, run the following query:
select [name],SID from
where type desc ='SQL_ LOGIN'

This should include the ‘ps360user’ account that is used to access the database.
Make note of the SID returned.

2. Onnode 2 that is failing, you need to drop and re-create the ‘ps360user’ login and
assign it the same SID as above:

drop login ps360user

go
create login ps360user
with

password = 'ps360Quserpassword’,

check_policy = off,
sid = 0x14585E90117152449347750164BAGOA7
go
3. Replace the value for “sid” with the value returned from the query on node 1.
4. Then you need to make sure ps360user has appropriate access privileges to the
Comm4 database.

For details and more information, refer to:
http://dba.stackexchange.com/questions/30036/how-to-link-users-and-logins-in-an-av

ailability-group
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PowerScribe 360 Configuration

Configuring PS360 Running on AlwaysOn

PN 889715

Nuance PowerScribe 360 | Reporting - Application Server Installer - I... -

Application Service fa:m

‘ -

todify Default
Web Location
Site: [ Default web Site v|

Falder: | RAS |

Application Poal: | PS5 3804 ppPaol

D atabaze configuration

D atabaze Server: falways2012a radlab.nuance

Database name; | -omm4

U zername: | pe3Eluzer |
Password: | seee o |
Test D atabase Connection
Security

Enabling any of the security options may cause RAS not to wark if 115 is not configured for 551

[]Enable HTTPS [needs proper 115 configuration]

Enable caching [] Enable Quality Check Advance Settings
| < Back ” Mext > | | Cancel
October 12,2018

The main difference in the installation is when setting up the SQL connection string,

you must use the Availability Group Listeners name. You will need to use this name
when installing or upgrading PS360.

In this example, the Availability Group Listeners name is Always2012a.
It was found that to access, it was necessary to use its fully qualified
name. In this case, it was Always2012a.Radlab. Nuance.
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Configuring Report Server to Run on the Secondary Node

When configuring SQL Reporting and PS360 Management Reports setup and
configuration is the standard install. The only difference is when configuring reporting
in the Admin modal point to the Secondary server. Still configure and test Reporting on
both servers. This will give you the ability to fail over.

Using SQL AlwaysOn, one of the benefits, is that when you can set up the databases
you set the secondary Databases to a Readable Secondary. This mode is a read-only
mode. The benefit to this is it gives you the ability to take some of the load off of the
Primary server when you run Reports. As long as the Admin modal is pointing at the
secondary server, you will be able to take some of the load off the primary and have
failover ability, if you have issues with the primary server. Only drawback is if you lose
the secondary node. You will receive an error trying to load the reports. To correct this
while the secondary Node is down, temporary re-point to the primary system in the
Admin modal then refresh.

System Configuration

Application Server

Nuance PowerScribe ® 360 | Reporting: System Configuration - Internet Explorer \;‘i.

Reset to Defaults | Validate Settings | Save and Close | Close Window

Web Portal = Bridge Service | Speech Utility = PowerScribe 360 Client = Other Services

Reporting Services URL: | http://AW20125QL2/ReportServer_PS360/reportservice2010.asmx |

[http://localhost/reportserver/reportservice2010.asmx]

Reporting Services username: |psser\u‘ce | [
Reporting Services password: |uno | [
Reporting Services domain: |Radlab | [

PN 889715
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Tool to Monitor SQL AlwaysOn High Availability Group

SQL has a built in Dashboard to help you monitor the status of you availability groups.

1. To access the Dashboard, log in to SQL Enterprise Manager, scroll down and
right-click on AlwaysOn High Availability, and then select Show Dashboard.

Alwaygzm_Za:AWZOiZSQL?I\PSSG{] - Microsoft SQL Server Management Studio

F‘He Edit View Tools Window Help
Pl - 5 @ [ NewOuey [yENIH M| 6 @9 -0 -3-5 (5] »

Object e T e e e

Connect~ 3 3J o

= (3 Dstabases

+ i__J comm4

w [ Security

# 1 Replication

[ [ Integration

PN 889715

= La AW201250L1\P5360 (SOL Server 11.0.2100 - za)

+ [ System Databases
% [ Database Snapshots

# | ReportServer
[+ ij ReportServerTempDB

# [ Server Objects
= 3 AlwaysOn High Availability
= 3 Availability Groups
# [ Always2012a (Primary)
# [ Management

# [T S0L Server Agent

.;@] Always2012a: hosted by AW2012SQL1\PS360 (Replica role: Pr...

=

Last updated: 1/12/2016 2:04:33 PM

Auto refreshion 1

(Synchronized)

Services Catalogs

Availability group state: 'Z:(:ll Healthy

Prirary instance:

Failover mode:

Cluster state:

Availability replica:
Mame

l@ AW2012501 14PS360

AW201250L14\PS360
Automatic

A1201250L (Normal Querum)

Role Failover Mode

Primary Automatic

(@ AW201250L2\PS360  Secon.. Automatic
Group by -
Name Replica
AW20125QL 14WPS360
@ comms AW20125QL1N\PS360
AW201250L 24P5360
@ commd AW20125QL2\PS360
October 12,2018

Synchronization State
Synchronized

Synchronized

Synchronization State

Synchronized

Synchronized

Issues

Start Failover Wizard

View AlwaysOn Health Events
View Cluster Quorum Information

Failover Readi...

No Data Loss

No Data Loss

()
=

Issues

2-33



Some Strange Behaviors that Seen with SQL

PN 889715

Some strange behaviors that we have seen with SQL is that when you go to log in to
SQL Enterprise Manager you need to check what server it is pointing at we have been
seeing it jumping between the two Availability Replicas.

The other is that you need to hit the refresh on SQL Enterprise Manager after a failover.

Do not use the Failover Cluster Manager to manipulate availability groups, for
example:

+ Do not add or remove resources in the clustered service (resource group) for
the availability group.

+ Do not change any availability group properties, such as the possible owners
and preferred owners. These properties are set automatically by the
availability group.

Do not use the Failover Cluster Manager to move availability groups to different nodes
or to fail over availability groups. The Failover Cluster Manager is not aware of the
synchronization status of the availability replicas, and doing so can lead to extended
downtime. You must use Transact-SQL or SQL Server Management Studio
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Behavior of Client Connections on Failover
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When an availability group failover occurs, existing persistent connections to the
availability group are terminated and the client must establish a new connection in
order to continue working with the same primary database or read-only secondary
database. While a failover is occurring on the server side, connectivity to the
availability group may fail, forcing the client application to retry connecting until the
primary is brought fully back online.

If the availability group comes back online during a client application’s connection
attempt but before the connect timeout period, the client driver may successfully
connect during one of its internal retry attempts and no error will be surfaced to the
application in this case.

https://msdn.microsoft.com/en-us/library/hh213417.aspx#DbmConnectionString

https://msdn.microsoft.com/en-us/library/hh882437.aspx
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File Server Data Replication

Copy the Hot Spare Files to the Application Servers

You must create the following folders on both the Production

Server and the Hot Spare Application Servers.
IMPORTANT

Download the PS360 Hot spare 3.5.zip.

Under the Nuance folder on the Production and Hot Spare Servers, create the
“HotSpare” folders (e.g., X:\Nuance\HotSpare).

Production Server

Copy the contents of the “Production” folder from the Hot Spare Install to the
X:\Nuance\HotSpare folder on the production server.

Hot Spare Server

Copy the contents of the “HotSpare” folder from the Hot Spare Install to the
X:\Nuance\HotSpare folder on the server.

Folder Sharing/Permissions

You must make sure that the Administrators Group has Full Control permissions for
both the folder security and folder sharing access for the following folders on both
application servers:

+ X:\Nuance\Wave
¢ X:\Nuance\DragonUsers
¢ X:\Nuance\BridgeLogs

Data Replication

The publication version numbers MUST be equal on both systems. If this is not set
properly, the users will have issues switching to the hot spare or failback.
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Modify the HotSpareConfig.bat
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In the procedures in this section, you modify the files used by the Hot Spare Process.

1.

Locate in the X:\Nuance\HotSpare\ folder on the hot spare server the file
HotSpareConfig.bat:

Highlight the file, right click and choose Edit.

You must fill in the names of the servers, user names, passwords and drive letters
in the REQURIED configuration section or the HotSpare scripts will not work.
Review and enter values as needed in the OPTIONAL configuration section for
your environment.

EXAMPLE:

The first REQUIRED value is the name of the application server. For this
example, that name is PS360-APP-01. Looking at the file you will see the
following:

:: Name of the production App/SQL Server

.- Example: PROD _APP=SERVERNAME

set PROD _APP=

Add the server name after the = in the set PROD APP= line so it looks like this:
set PROD_APP=PS360-APP-01

After you have edited the file entries, save the file and exit the application.

Place a copy of the HotSpareConfig.bat file on both the Production and HotSpare
Application servers in the folder X:\Nuance\HotSpare (X is the data drive letter).

October 12,2018 2-37



Create the Profile Data Move Task
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Use the steps below to create the Data Move Task on the Hot Spare.

1.

2.

10.
11.

12.

13.

14.

15.

16.

17.

Select Start/Programs/Administrative tools/Task Scheduler.

Choose Create Basic Task in the right pane.

The Create Basic Task wizard opens.

Name the task, “Profile Data Move”.
Enter a description.

Click Next to schedule the Task Trigger.
The Task Trigger window displays.

Set the task to run Daily.
You will further refine the Data Move schedule in the next procedure.

Click Next to set the time for the Daily Trigger.

Set a Start date and time for the Task to run and how many times for recurrence.
Nuance recommends setting the Recur option to 1 so that the Task runs every day.

Click Next to set the Task Action.

Select the Start a program option.

Click Next to select the program to start.

Using the Browse button, browse to the program to the Profile Data_move.bat
file

Click Next.

The Summary window displays.

Confirm that the options are correct in the Summary window for the particular task
and click Finish.

You are returned to the Task Scheduler window.

Click the Refresh button for the window.

Browse the list of Tasks for the Profile Data Move Task, and double-click it to see
the particulars for this Task in the lower center pane. From this location, you can

further select to Run, End, Disable, Properties, etc., for the Task using the options
in the lower half of the right pane.

Make sure that the Profile Data Move task is highlighted in the Scheduler window
and select Properties in the lower right pane.
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18. On the Profile Data Move Properties dialog, General tab, select Security option to
Run whether user is logged on or not, and click OK.

i Data Move Properties (Local Computer)

Mapne: IDah Maowe

Location: %
Authar WHANwhapthpiuser
Description: | PS360 copy files from production to hot spare

[ Securty options
When running the task, use the followinguser accourt;
VHANSwhapthpsuser
£ Run onlywhen useris logged on
% FRunwhether user is logged on or not

™ Do not store pasiword The task will only have access to local computer resources,

Change Userar Graup...

™ Run with highe st pricilege:

I Hiddgn Configure for: |'Mndws Wista™, Windows Server™ 2000 j
| 0K I Cancel |

A prompt displays for the account to run, user domain account that has
administrator rights to both servers.

19. On the Profile Data Move Properties dialog, click the Triggers tab.

& Data Move Properties (Local Compuber)
General Triggers | Actions I Conditions | Settings I History (disabled) I
When you create a task, you can specify the conditions thatwaill trigger the task.
Trigger || Dretails | Statuy
Draily At 1105 AM every day Enabled
Bew.. | | Edit... I Drelete
QK Cancel |
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20. Click Edit.
The Edit Trigger dialog displays.

Edit Trigger E ‘

Begin the task: ||:In 3 schedule j
Settings

Qe time Sart: IJ.W]J.."EDIJ. j |11:05:-H-J:'-M "_lJ ™ Symchronige across time Tones

= Daiby
€ Weekly Regur swveny: |1_ days

" Monthhy

Advanced settings

[ Delwy task for up to (random delay): I hawur u
¥ Repesttask even: - for a duration of: Ilndeflnltel}r -

r 15 minutes . ST .
10 rmutes
r Stop task if it runz [ 15 minutes vy o
30 rmimukes
I Expire: [10/12/2002 [1 haus - r
¥ Enabled

I oK I Cancel |

21. In the Advanced settings pane, check the Repeat task every option and then
select the desired time in the drop-down list. Our example uses 30 minutes. The
time depends on how long it takes to complete this task.

22. In the for a duration of list, select Indefinitely.

23. Check the Enabled option.

24. Click OK to close the Edit Trigger dialog.

25. Click OK to close the Properties dialog.

26. Execute the task and verify the data files are copied to the hot spare system.
27. Close the Task Scheduler application.
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Create the Wave Data Move Task

Use the steps below to create the Data Move Task, on the Hot Spare.

10.
11.
12.

13.

14.

15.
16.

17.

PN 889715

A o

Select Start/Programs/Administrative tools/Task Scheduler.

Choose Create Basic Task in the right pane. The Create Basic Task wizard opens.
Name the task, “Wave Data Move”.

Enter a description.

Click Next to schedule the Task Trigger. The Task Trigger window displays.

Set the task to run Daily.

You will further refine the Data Move schedule in the next procedure.

Click Next to set the time for the Daily Trigger.

Set a Start date and time for the Task to run and how many times for recurrence.
Nuance recommends setting the Recur option to 1 so that the Task runs every day.

Click Next to set the Task Action.
Select the Start a program option.
Click Next to select the program to start.

Using the Browse button, browse to the program to the Wave Data_move.bat
file.

Click Next.
The Summary window displays.

Confirm that the options are correct in the Summary window for the particular task
and click Finish.

You are returned to the Task Scheduler window.
Click the Refresh button for the window.

Browse the list of Tasks for the Wave Data Move Task, and double-click it to see
the particulars for this Task in the lower center pane. From this location, you can
further select to Run, End, Disable, Properties, etc., for the Task using the options
in the lower half of the right pane.

Make sure that the Wave Data Move task is highlighted in the Scheduler window
and select Properties in the lower right pane.
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18. On the Profile Data Move Properties dialog General tab, select Security option to

Run whether user is logged on or not, and click OK.

@ Data Move Properties (Local Computer)

{ Genenal | Triggers | Actions | Canditions | Settings | Hittory |

Magne: IDat! Flone

Location:
Luthor VAN whapthpiuser

Lescnpbon: | P5360 copy files from production to hot spare

— Secunty option: —

When running the task, use the following user account:

VHANS whapthpsuser Change User or Group...

" Runonlywhen useris logged on
(=" Funwhether user is logaed an or not

™ Do not store password. The task will onty have access o local computer resources,

™ Runwith highe st prisileges

I Hiddgn Configure for:  |'Windows Wista™, Windows Serer™ 2000

oK I Cancel

A prompt displays for the account to run, user domain account that has

administrator rights to both servers.

19. On the Wave Data Move Properties dialog, click the Triggers tab.

i@ Data Move Properties (Local Computer)

General Triggers |.ﬂ.s:linns| Conditions | Settings | History (disabled) |

When you create a task, you can specify the conditions that wall trigger the task,

Trigger | Details RLELITE
Deaiby At 1105 A8 every day Enabled

Blew.. | Edit.. I Delete

oK |

Cancel
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20. Click Edit
The Edit Trigger dialog displays.

Begin the task: |Un 3 schedule :J
Settings

~ One time art lll'l.-':ll-"?ﬂll j |11:I]5:44D-‘~"I j ™ Symehronige scross time zones

i Eaﬂ"
 Weekly Regur eveny: [1 Hat

" Monthly

Aebvanced settings

[ Delwy task for up to (random delay: I 1} "
W Repest sk BT |W huil for a duration of: Irn definitely =

o) 5 minutes ’ . .
10 rrieniutes =
[ Stop task if it runs [o 15 rminutes {ay -
30 rrimubes
™ Epire: l0/11/7201 - r

¥ Enabled

I 0K | Cancel |

21. Inthe Advanced settings pane, check the Repeat task every option and then select
5 minutes in the drop-down list.

22. In the for a duration of list, select Indefinitely.

23. Check the Enabled option.

24. Click OK to close the Edit Trigger dialog.

25. Click OK to close the Properties dialog.

26. Execute the task and verify the data files are copied to the hot spare system.
27. Close the Task Scheduler application.
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Manually Failover the SQL Availability Group

This should only be performed by the site's DBA (Database

Administrator) or a qualified IT person.

To manually fail over an availability group:

1.

PN 889715

In Object Explorer, connect to a server instance that hosts the availability group
that needs to be failed over, and expand the server tree node.

Expand the AlwaysOn High Availability and the Availability Groups nodes.

In the Availability Group, right-click the server to failover, and then select
Failover. The Failover Availability Group dialog displays.

File Edit View Debug Tools Window Help
fglr o e @ | S NewOQuery [y rirfyiny| & -2 3| 9 - ol - L |

Object Explorer * X

Connect~ 3 ®) m T [Z] .b
=1 | Server7BList, 10100 (SCL Server 11.0.5058 - CONTOLOQ
¥ [ Databases
+ [ Securnty
# [ Server Objects
+ | Replication
= [ AbwaysOn High fvailability
= 4 Awailability Groups

- wvailability Repli Add Database...
5 SERVERT (Pri Add Replica...
5 SERVERB(Sec pyqjstener...
5 SERVERS (Sec
+ | Availability Data Show Dashboard
+ [ Availability Grou Failaver... %
& |_d Management
# [ Integration Services Cataloc

W _I‘s S0 Server Agent Reports

Start PowerShell

Delete..

Refresh

Properties
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4. Check the server you want to be as the new primary server.

o
d ‘l Select New Primary Replica

Introduction

ect New Primary R

Cennect to Replica
Surmmary

Results

& Help
Current Pamary Replica: SERVERT
Pramary Replica Status: Synchronous commit and Online
Quorum Status: Mormal Quorum
Choose new primary replica:
Server Instance Availability Mode Failover Mode  Failover Readiness

v EL SERVERS Synchronous com...  Automatic Mo data loss
I SER'U'ERQ Asynchrenous com... | Manual Data loss, Warningsi3]

[ <previous | [ Met> || cCancel |

5. Click Next.
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The Connect to Replica dialog displays.

6. On the Connect to Replica dialog, click Connect. The Connect to Server dialog

displays.

# Fail Over Availability Group: server78AG

L |
Connect to Replica

Introduction . Connect to Server
Select New Primary Replig ’Eg Alcroanlic
Connect to Replica . SQL Ser‘a'e rao2
Summary .
Results _“ _ - - -
ERVERS
5 [ |

] i
rimary replica.

| = Previous | Cancel

7. Enter the login credentials and click Connect, then click Next.
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The Summary dialog displays.

|
Summanry

Introduction

Select New Primary Replica Verify the choices made in this wizard.

Connect to Replica Click Finish to perform the following actions:

m . Current Prirnary Replica: SERVERT

Results MNew Primary Replica: SERVERS
Failover Actions: Mo data loss
= Affected Databases
AdventureWorks2012
alwaysonTest
DaneTestDE
hwdb

8. Review the choices, and click Finish.

October 12,2018
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Once the fail over completes, the Results dialog displays.

L Fail Over Availability Group: server78AG
o
. Results

Introduction

Select New Primary Replica

@ The wizard completed successfully.

Cennect to Replica
Summary .Summary:
Mame

_ m.vahdatlng failover settings for secondary replica "SERVERS'

Irﬂ F‘erforming manual failover to secondary replica "SERVERZ’
,9 Completing the role change for secondary replica "SERVERS
Lﬂ Validating WSFC quorum vete configuration,

¥ Help

Result

Success
Success
Success

Success

|

9. Click Close.
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Cutting Over to the Hot Spare
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When the SQL AlwaysOn fails over, either automatically or manually, you will have to
restart the RadBridge Service on the active system.

If your site performs a full cut over (Application and SQL), to the Hot Spare System,
the following steps must be taken:

1. Have all users log out.

2. IT needs to update the Client FQDN DNS entry to point the client to the Hot Spare
Application Server.

3. IT needs to execute a manual failover of the SQL AlwaysOn to the secondary DB
server (Hot Spare).

4. IT needs to execute the Activate HotSpare.bat file on the Hot Spare Application
Server. This will automatically stop and start the appropriate application server
services on both systems.
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